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Abstract: Malware, short for malicious software, is any software program designed to cause harm to
a computer or computer network. Malware can take many forms, such as viruses, worms, Trojan
horses, and ransomware. Because malware can cause significant damage to a computer or network,
it is important to avoid its installation to prevent any potential harm. This paper proposes a machine
learning-based malware detection method called MALWD&C to allow the secure installation of
Programmable Executable (PE) files. The proposed method uses machine learning classifiers to
analyze the PE files and classify them as benign or malware. The proposed MALWD&C scheme
was evaluated on a publicly available dataset by applying several machine learning classifiers in
two settings: two-class classification (malware detection) and multi-class classification (malware
categorization). The results showed that the Random Forest (RF) classifier outperformed all other
chosen classifiers, achieving as high as 99.56% and 97.69% accuracies in the two-class and multi-class
settings, respectively. We believe that MALWD&C will be widely accepted in academia and industry
due to its speed in decision making and higher accuracy.

Keywords: malware detection and categorization; pattern matching; binary and multi-class
classification

1. Introduction

Currently, computers are playing an unavoidable and omnipresent role in our daily
lives. They are used for various reasons: storing data, performing research, gaming, social
networking, and entertainment, to name a few. However, they are facing continuous,
ever-increasing, and constantly evolving cyber security threats. Therefore, it is crucial to
implement effective and efficient security measures to protect computers and the sensitive
data they contain. One such measure is the use of machine learning-based malware
detection methods, such as MALWD&C, to identify and prevent the installation of malicious
software on computers. By leveraging the power of machine learning algorithms, these
methods can quickly and accurately classify files as benign or malware, allowing users to
install only safe and secure software on their computers. In addition to protecting against
cyber security threats, machine learning-based malware detection methods can also help
organizations comply with regulations and standards, such as HIPAA and GDPR, which
mandate the protection of sensitive data.

The injection of malicious code (malware) in benign software programs is the most
common and powerful form of cyberattack to penetrate the target computer system and
perform malicious activities, e.g., stealing confidential data and asking for ransomware,
exploiting it for attacking other computers, etc. While all Operating Systems (OS), such as
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Windows, Linux, macOS, etc., are vulnerable to such attacks and could be exploited using
various file formats, e.g., Portable Executables (PE), Executable and Linkable Format (ELF),
Portable Document Format (PDF), etc., we focus on malware with PE files in Windows OS
domain because it holds 76.33% of the global OS market, followed by macOS 14.64% and
Linux 2.42% [1] and has shown to be extremely popular among the end users. Consequently,
the malware in the PE file format to attack Windows-based computer systems is the
most studied threat in the wild [2]. To this end, Kaspersky lab reported the detection of
360,000 malware files in 2020 (including 90% Windows PE malwares) [3]. The same trend
was shown to be continued in the year 2021 as well [4].

To combat this threat, researchers and security experts have proposed various ap-
proaches, such as signature-based [5–7], behaviour-based [8], and machine learning-
based [9,10] detection, to identify and prevent the installation of malware in PE files
on Windows-based computer systems. Signature-based detection [5] relies on known
malware’s unique patterns or characteristics to identify and block them. In contrast,
behaviour-based detection monitors the behavior of software programs to detect suspicious
activities that may indicate the presence of malware. These schemes depend on comparing
the extracted signature from the current file to all the signatures maintained in the database
of earlier collected and confirmed malware. Whether the current file is malware or benign
depends on the similarity of the signatures. The main flaw of this approach is its depen-
dence on the previously collected and confirmed malware signatures; hence, it can only
detect the known malware. However, with the continuous and ever-increasing malware
types, these schemes are not considered to be effective any more [11]. Consequently, the fo-
cus of the present research has been diverted to machine learning-based malware detection
schemes [12,13].

Machine learning, including deep learning, has shown to be extremely successful
in various domains such as computer vision, biometrics, speech recognition, etc. To this
end, these schemes are also evaluated in the PE malware detection domain. Due to their
generalizing capability, these models have been shown to generalize well on unseen testing
malware samples. The schemes have shown to be accurate; however, their performance
measurement (in terms of training and decision time) and their vulnerability to adversarial
attacks are often neglected.

In this paper, we propose MALWD&C—a lightweight, accurate, and quick machine-
learning-based approach for PE malware detection and prevention. The proposed
MALWD&C approach is a lightweight and efficient solution for detecting and preventing
the installation of malware in PE files on Windows-based computer systems. The proposed
approach uses machine learning techniques to learn from large datasets of benign and
malicious software programs and accurately classify new files as benign or malware. The
MALWD&C approach is designed to serve in two scenarios: malware detection and catego-
rization. In the malware detection scenario, the proposed approach processes the download
.exe file, extracts the representative features and applies machine learning classifiers to
predict the file’s state (benign or malware). In the malware categorization scenario, the
proposed approach predicts the type of the predicted malware and classifies it into one
of the 14 families. The proposed MALWD&C approach achieved high accuracy, with a
maximum of 99.56% for the malware detection scenario and 97.69% for the malware cate-
gorization scenario on a publicly available (BODMAS) [14] dataset. Overall, MALWD&C is
a promising solution for detecting and preventing the installation of malware in PE files on
Windows-based computer systems.

The main contributions of this paper are as follows:

• The proposal of an accurate, lightweight, and quick machine-learning-based approach,
MALWD&C, for detecting and categorizing PE malware on Windows-based com-
puter systems;

• An experimental validation methodology on a publicly available dataset to evaluate
the feasibility and effectiveness of the proposed MALWD&C approach in detecting
and categorizing PE malware;
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• The identification of important features and their impact on the performance of
MALWD&C in detecting and categorizing PE malware;

• An evaluation of multiple classifiers in terms of training and decision-making time,
providing insights into the performance and efficiency of MALWD&C. This is the first
study to report such results to the authors’ knowledge.

Overall, the proposed MALWD&C approach offers a promising solution for detecting
and preventing the installation of malware in PE files on Windows-based computer systems.

Paper organization

The rest of the paper is organized as follows: Section 2 presents the related work.
Section 3 explains the basic idea of our approach. Section 4 presents the methodology we
adapted for our solution. Section 5 reports and discusses the evaluation results. Section 6
concludes the paper with a summary of our major findings and the potential future re-
search directions.

2. Related Work

Motivated by the tremendous success of ML techniques in different fields, several
ML/DL-based malware detection approaches have been proposed in the recent litera-
ture [2,14–20]. In this section, we survey the most recent works that adapted machine
learning classifiers for malware detection in PE files. Additionally, our survey will be
limited to the papers that applied 1D feature classification.

The study by Schultz et al. [2] presents a data mining approach to detect new (pre-
viously unseen) malicious executable files. The proposed approach supports multiple
methods of feature extraction and incorporates multiple machine learning classifiers. Their
created dataset, consisting of 1000 benign and 3265 malicious samples, achieved 97.76%
TPR using the Multi-Naive Bayes algorithm as the binary classifier. Similarly, another
study [16] also exploits multiple machine learning classifiers, namely, Naive Bayes, J48,
Support Vector Machine, and K-Nearest Neighbors for the same reason. On a dataset
comprising 1,971 benign and 1,651 malicious samples, they obtained a TPR of 98% at the
cost of 0.05% FPR using J48 as the classifier. Another study by Islam et al. [18] proposed
a scalable and automated approach for detecting and classifying malware using several
machine algorithms and statistical methods used at various stages of the malware analysis
life cycle. Using k-fold cross-validation on the malware, which includes Trojans and viruses,
along with 151 clean files, the authors achieve an overall classification accuracy of 98.86%
using the top-performing Decision Tree as the classifier. Finally, in a recent study [20], the
authors proposed a multi-layer hybrid approach, namely, TROJANDETECTOR, to detect the
Trojan’s abnormal behaviour in Android applications from three different Android levels
based on the selected features and then apply multiple classifiers for the evaluation. The
authors evaluated their scheme on three publicly available datasets and reported that the
Support Vector Machine outperformed its counterparts and attained the highest accuracy
of 96.64%.

Recent studies [14,17] present the two latest larger datasets, i.e., EMBER and BODMAS,
respectively. The EMBER [17] dataset consists of multiple clusters of raw features (including
raw features, format-agonstic histograms, and string counts) for training machine learning
models in order to detect malicious Windows PE files. Similarly, the BODMAS [14] describe
and release an open PE malware dataset called BODMAS to facilitate research efforts
in machine learning-based malware analysis. A preliminary analysis to illustrate the
impact of concept drift and discuss how this dataset can help to facilitate existing and
future research efforts. The Ember dataset is a larger dataset comprising 900K training
samples and 200K testing samples (100K benign, 100K malicious) and BODMAS data
consists of 57,293 malware samples and 77,142 benign samples, with carefully curated
family information (581 families). At the best-selected threshold of 0.871, the study [17]
achieves a TPR of 92.99% at an FPR of 0.1%, and at 1% FPR, their model achieves 98.2%
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TPR. The study [14] investigates the concept drift in malware analysis and applies different
approaches; hence, their obtained results are not relevant to this study.

Our proposed approach, namely, MALWD&C, is different from the previously
described machine learning-based malware analysis schemes in the following ways:
(i) MALWD&C is a scenario-based approach to detect and categorize every PE file before
allowing the authors to install. (ii) Performance evaluation of multiple classifiers regarding
training and decision-making time. To the best of our knowledge, we are the first to report
the results of such an evaluation. Finally, (iii) MALWD&C attains the highest accuracies of
99.56% and 97.69% in malware detection and categorization scenarios, respectively.

3. Malware Detection and Categorization

This section explains the use cases and the approach adopted by our solution.

3.1. Malware Detection

In the home environment shown in Figure 1, multiple Windows machines are con-
nected to the same network and may attempt to install PE files. The proposed MALWD&C
system, implemented on a macOS machine, is also part of the network. In this scenario,
the task for MALWD&C is to predict if the downloaded executable file is malware or a
benign application. To achieve this, MALWD&C processes the downloaded file, extracts
the features, creates a feature vector, and tests it with a pre-trained model. The permission
to install the application will only be granted if the application is predicted to be benign.
In this scenario, the benign application (labelled as 0) is considered the positive class and
malware (labelled as 1) are considered the negative class. By implementing the MALWD&C
system, users can be confident that they are only installing safe and secure applications on
their computers.

Windows 

Machine

Windows 

Machine

Windows 

Machine

Malware 

Alarm

system

LAN
Switch

Wifi

Modem

File.exe

Figure 1. Malware detection scenario visualization.

3.2. Malware Categorization

Malware categorization is a critical problem in the field of cybersecurity. In the mal-
ware categorization scenario (as seen in Figure 2), MALWD&C not only detects if a down-
loaded executable file is benign or malware but also determines the specific family to which
the malware belongs. This information is important for understanding the characteristics
and behaviour of different malware families and developing effective countermeasures
and prevention strategies.

However, publicly available datasets for this problem are limited [14,17], as cybersecu-
rity companies and individuals often treat their collected labelled PE malware samples as
private and do not share them with the public. This makes it challenging for researchers to
develop and evaluate machine learning-based approaches for malware categorization. The
proposed MALWD&C approach addresses this challenge by providing a lightweight and
accurate solution for detecting and categorizing PE malware on Windows-based computer
systems. In this scenario, anytime any executable file is downloaded, MALWD&C checks if
it is a benign or malware application. If the file is predicted to be a malware application, it
checks to which family this malware belongs. Then, it labels that malware file according to
its family and saves it as a record for future analysis.
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Figure 2. Malware categorization scenario visualization.

In this scenario, the classifier outputs the label of the testing sample for all the available
classes. As only 14 classes had more than 1000 samples, we chose them for our analysis.
Figure 3 illustrates the distribution of the available samples for each of the 14 classes.

Figure 3. Distribution of the available samples per class.

4. Experimental Validation
4.1. Dataset

We evaluated our approach on the recently released publicly available dataset [14].
The shared Blue Hexagon Open Dataset for Malware AnalysiS (BODMAS) dataset contains
57,293 and 77,142 malware and benign samples, respectively. These malware samples were
collected during one year (from August 2019 to September 2020) and contain samples from
581 families.

4.2. Features

The BODMAS dataset contains two variants: raw binary files (malware only) and
the extracted feature sets from each binary file. The authors extracted 2381 features long
vectors from each binary file along with its label (0 for benign and 1 for malware) [14]. We
have exploited these extracted feature datasets in this analysis.

In our dataset analysis as shown in Figure 4, we observed a high variance in the
features. To address this issue, we applied feature scaling using the StandardScalar (https://
scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html ac-
cessed on 15 February 2023) approach. This method transforms the data so that its mean
becomes 0 and its standard deviation is 1. We chose not to use the MinMaxScalar (https://
scikit-learn.org/stable/modules/generated/sklearn.preprocessing.MinMaxScaler.html ac-
cessed on 15 February 2023) approach because it is more suited for image data, which has
fixed pixel values between 0 and 255. Since our dataset has a large variance, we considered
StandardScalar a more appropriate choice for our analysis. By applying feature scaling, we
improved the performance and accuracy of our machine-learning models.

https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.MinMaxScaler.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.MinMaxScaler.html
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(a) (b)

(c) (d)
Figure 4. Scatter plot of some random features. (a) Scatterplot of first two features; (b) Scatterplot
of 10th and 100th features; (c) Scatterplot of 200th and 400th features; (d) Scatterplot of 300th and
600th features.

4.3. Classifier Selection

The selection of classifiers for our analysis was based on several factors, including
the size of the dataset, the time taken for model training, and the shape of the data.
After initial analysis, we observed that the features were overlapping, which required
a careful selection of classifiers. We aimed to use simple, lightweight, effective, quick-
to-converge, and accurate classifiers for our analysis. Therefore, we chose several state-
of-the-art machine learning classifiers for our analysis, including Gaussian Naive Bayes
(GN), K-Nearest Neighbor (KNN), Gradient Boosting (GB), Multilayer Perceptron (MLP),
Local Discriminant Analysis (LD), Logistic Regression (LR) and Random Forest (RF). These
classifiers were implemented in python using the scikit (https://scikit-learn.org/stable/
accessed on 15 February 2023) learn library. We applied these chosen classifiers in their
default settings in both the malware detection and categorization scenarios.

4.4. Feature Selection

Feature, attribute, or variable subset selection involves the computation of the most
productive feature subset from the data.

Forward Feature Selection (FFS) [21] is a popular method for feature selection in
machine learning. It is a greedy search algorithm that starts with an empty set of features
and then iteratively adds the most relevant feature to the subset at each step. The relevant
feature is determined by evaluating the model’s performance on a validation set using
a metric such as accuracy or F1 score. The algorithm stops when the desired number of
features is reached or when no further improvement can be made by adding more features.

Sequential Feature Selection (SFS), a derivative of FFS, starts with all the features and
iteratively keeps removing the least important features until a specific number of features
is reached (25 in this paper) or any other stopping criteria are met. The importance of

https://scikit-learn.org/stable/
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each of the features can be determined using different methods, e.g., mutual information,
chi-squared test or by using any classifier and evaluating it on a validation set. We used
classifier-based feature selection and employed a Decision Tree for this task.

Decision Tree classifiers are commonly used for feature selection because they are
simple to understand and interpret and provide a clear measure of feature importance. The
feature importances calculated by a DT classifier can be used to identify the most relevant
features for a given problem. This can help improve the model’s performance by reducing
overfitting and increasing generalization.

In summary, the FFS algorithm combined with a DT classifier can be an effective
approach for feature selection in machine learning. It allows us to identify the most relevant
features in the data, which can improve the model’s performance. The approach starts with
the computation of the most informative individual feature and stops when the desired
number of selected features (25 in our case) is reached.

In Figure 5a,b, we illustrate the selected features and their score for malware detection
and malware categorization scenarios, respectively. The X-tick on the X-axis shows the
index of the features; e.g., F618 means Feature number 618, and on the Y-axis, we show
its obtained score. For example, F618 and F323, when evaluated alone, yielded validation
scores of 0.937 and 0.831 for malware detection and categorization scenarios, respectively.
It can be seen that the maximum accuracy has already been reached using these 25 features,
so we stopped SFS.

(a)

(b)
Figure 5. List of selected features and their scores. (a) SFS features for malware detection; (b) SFS
features for malware categorization.
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4.5. Experimental Settings

We divided the dataset into three parts: we used 60% of the samples for training, 15%
for validation and 25% for testing to obtain fair and generalized testing results in both
scenarios. Dividing the dataset into training, validation, and testing sets is a common
practice in machine learning to ensure that the model is not overfitted to the data. We can
avoid overfitting and obtain a more generalized model by using a separate validation set
for evaluating the model during the training process. In preliminary analysis steps, i.e.,
feature selection, we used the validation set to test the Decision Tree classifier and obtain
the validation accuracy. We intentionally kept the test set unseen during the initial analysis
and used it only to obtain the test accuracy to compute the final classifier performance.
Further, it is worth repeating that we applied to scale individually on all splits, i.e., training,
validation, and testing sets, to avoid any data leakage.

5. Experimental Results
5.1. Performance Evaluation

We report our results in terms of the True Positive Rate (TPR), False Negative Rate
(FNR), False Positive Rate (FPR), True Negative Rate (TNR), and Accuracy. We briefly
define these performance indicators as such:

• True Positive Rate (TPR): The rate of correct classification of benign samples.
• False Positive Rate (FPR): The rate of incorrect classification of malware samples as benign.
• False Negative Rate (FNR): The rate of incorrect classification of benign samples as malware.
• True Negative Rate (TNR): The rate of correct classification of malware samples.
• Accuracy: The ratio of correct classifications to all the classification attempts.

Mathematically,

Accuracy =
TPR + TRR

TPR + FNR + FPR + TNR
(1)

• Receiver Operating Characteristics (ROC): It is a graphical plot between False Pos-
itive Rate (on the x-axis) and True Positive Rate (on the y-axis) used to depict the
classification ability of a classifier over the different thresholds. The curve starts
from coordinates (0,0) and ends at (1,1). The curve closer to coordinates (0,1) shows
higher quality.

• Training time: The time taken by the classifier (in s) for training on the training set.
• Decision-making time: The average testing time (in s) taken by the classifier on the

test set.

5.2. Results

In binary classification, where the goal is to predict whether a sample belongs to one
of two classes, the classifier’s predictions can be summarized using several evaluation
metrics. True Positive Rate (TPR), also known as sensitivity or recall, is the number of
samples correctly classified as positive divided by the total number of positive samples.
False Positive Rate (FPR), also known as the fall-out, is the number of samples incorrectly
classified as positive divided by the total number of negative samples. Accuracy is the
number of correct predictions divided by the total number of samples.

In the malware detection scenario, TPR corresponds to the probability that a benign
sample is correctly classified as benign. In contrast, FPR corresponds to the probability that
a malware sample is incorrectly classified as benign. In this case, a high TPR and low FPR
are desirable, as it means that the classifier can accurately detect benign .exe files while
avoiding false alarms.

In the malware categorization scenario, where the goal is to predict the family type of
a malware sample, TPR corresponds to the probability that a sample is correctly classified
as belonging to its true family type. FPR corresponds to the probability that a sample is
incorrectly classified as belonging to a different family type. In this case, a high TPR and
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low FPR are desirable, as the classifier can accurately categorize malware samples into their
correct family types.

Overall, TPR, FPR, and accuracy are useful metrics for evaluating the performance
of a classifier in both malware detection and malware categorization scenarios. These
metrics can help us understand how well the classifier can identify malware samples and
classify them into their correct family types. We summarize our results in terms of TPR,
FPR, and Accuracy. We do not report FRR and TRR because they can be computed easily by
FNR = 1 − TPR and TRR = 1 − FPR, to avoid redundancy.

It is clear from the results reported in Figure 6a,b that the classifiers achieved high
performance in the malware detection task. In particular, the MLP classifier performed well
on the full set of features, achieving a TPR of 99.7% and an FPR of 0.81%. The RF classifier
also performed well on the full set of features, achieving a slightly lower TPR of 99.12% but
a lower FPR of 0.2%.
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Figure 6. Results of different classifiers for malware detection problem. (a) Full Features;
(b) Selected Features.

On the selected feature subset, the RF classifier was the top performer, achieving a TPR
of 99.28%, an FPR of 0.43%, and an accuracy of 99.56%. This suggests that the RF classifier
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can effectively identify malware samples using a smaller number of features, which can be
useful in situations where the number of features is limited.

These results indicate that the classifiers could effectively identify malware samples
with high accuracy and low false positive rates. The RF classifier showed strong perfor-
mance on the selected feature subset, which can be useful in situations where the number
of available features is limited.

The results reported in Table 1 show the training and testing times for the different
classifiers. As expected, the training time decreases when the number of features is reduced
since the classifiers have to process fewer features to learn the hidden patterns in the data.
For example, the training time for the RF classifier is 117.09 s on the full set of features but
only 4.2691 s on the selected feature subset.

It is also worth noting that the testing time, which is the time taken by the classifier
to make predictions on a new sample, also decreases when the number of features is
reduced. This can be beneficial in real-world scenarios, where making predictions quickly
and efficiently is important.

Overall, the results in Table 1 show that reducing the number of features can lead to
faster training and testing times for the classifiers without sacrificing performance. This
can be useful in situations where the processing time is a critical factor.

Table 1. Training and average testing time of all chosen classifiers for malware detection scenario.

Full Features Selected Features

Classifiers Training
Time (s)

Testing
Time (s)

Training
Time (s)

Testing
Time (s)

GN 0.76 0.0000622 0.0294 0.0000458

MLP 4736.90 0.013 63.375 0.0000308

KNN 0.10 0.37 0.00976 0.00476

GB 1399.86 0.0000715 9.02 0.0000707

LR 10.97 0.0000220 0.1791 0.0000275

LD 49.58 0.0000232 0.1624 0.0000236

RF 117.69 0.00294 4.2691 0.00270

The results reported in Figure 7a,b show that the classifiers achieved high performance
in the malware categorization task. In particular, the RF classifier performed well on the full
features and the selected feature subset, achieving TPRs of 95.6% and 95.8%, respectively.
This indicates that the RF classifier can effectively categorize malware samples into their
correct family types with high accuracy.

It is also worth noting that the performance of the RF classifier improved slightly on
the selected feature subset, achieving a higher TPR and accuracy. This suggests that the RF
classifier can achieve better performance using a smaller number of features, which can be
useful in situations where the number of features is limited.

These results indicate that the classifiers could effectively categorize malware samples
into their correct family types with high accuracy. The RF classifier showed strong perfor-
mance on both the full set of features and the selected feature subset, demonstrating its
ability to achieve high performance using a smaller number of features.

In Table 2, we report the training time taken by the classifiers to learn the hidden
patterns in the data and perform multi-class classification. It is important to note that the
specific training times reported in Table 2 are specific to the dataset and classifiers used in
that particular scenario and may not apply to other datasets or classifiers. Training time can
vary widely depending on several factors, such as the size and complexity of the dataset,
the type of classifier being used, the number of features in the dataset, and the computing
power available.
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Figure 7. Results of different classifiers for malware categorization (a,b) problem. (a) Full features;
(b) selected features.

Table 2. Training and average testing time of all chosen classifiers for malware categorization scenario.

Full Features Selected Features

Classifiers Training
Time (s)

Testing
Time (s)

Training
Time (s)

Testing
Time (s)

GN 0.457 0.000303 0.0258 0.00015

MLP 123.689 0.000185 43.586 0.0000352

KNN 0.194 0.02194 0.0289 0.00078

GB 3352.254 0.00025 24.910 0.000205

LR 14.31 0.0000426 3.469 0.0000213

LD 23.379 0.0000620 0.0954 0.0000379

RF 14.855 0.00288 1.251 0.00280
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In the scenario described, the training time for the classifiers decreased when using
selected features rather than the original ones. This may be because fewer features can
make the training process more efficient, as the classifier has less information to process.
However, it is also possible that the classifier’s performance may be affected by using
only a subset of the original features, so it is important to carefully evaluate the trade-off
between training time and performance when deciding which features to use. Similar to
the malware detection scenario, the training time for the chosen classifiers in multi-class
settings also decreases on selected features compared to the original ones. In this scenario,
the best-performing RF classifier took 14.855 s and 1.251 s, respectively, on the full and
selected features without affecting the performance.

We also summarize the performance of the chosen classifiers as ROC curves in
Figure 8a (on full features) and Figure 8b (on selected features). We illustrate the ROC
curves for malware detection problems because, in this scenario, they make more sense.
ROC curves show that the RF classifier was accurate and consistent in both settings: on the
full dataset Figure 8a and the selected subset of features Figure 8b.

(a) (b)

Figure 8. ROC curves for difference classifiers for malware detection problem. (a) Full Features;
(b) Selected Features.

6. Conclusions and Future Work

In this paper, we have proposed a lightweight, quick, and accurate machine-learning-
based approach for malware detection and categorization, namely MALWD&C. We tested
our proposed scheme in two scenarios: (i) malware detection (benign vs. malware) and
(ii) malware categorization (multi-class classification).

The proposed MALWD&C approach uses machine learning to detect and classify
malware. The approach was tested on the BODMAS [14] dataset, and the random forest
classifier was found to be the most effective. In the malware detection scenario, the
approach achieved an accuracy of 99.38% on full features and 99.56% on a selected subset
of 25 features, with a reduced training time of 4.269 s. In the malware categorization
scenario, the approach achieved an accuracy of 97.59% on full features and 97.69% on
selected features, with a reduced training time of 1.25 s. Overall, the experiments show
the effectiveness of the proposed approach in detecting and classifying malware with high
accuracy and relatively fast training and testing times.

In summary, our proposed MALWD&C approach demonstrates promising malware
detection and categorization results. Using a RF classifier and feature selection enables an
accurate and efficient classification of malware samples. Our approach can potentially be
used in real-world applications to quickly and accurately identify and classify malware
samples. Future work includes exploring other advance classifiers, such as Convolutional
Neural Networks (CNNs), on the best feature subset. Since the RF classifier achieves a
higher accuracy and has comparatively better training and testing times, we pick this
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classifier for our final proof-of-the-concept application. We leave the implementation of the
proof-of-the-concept application and its evaluation for future work. Additionally, another
avenue for future work is to expand the dataset and include more diverse malware samples.
This will increase the robustness of the proposed approach and ensure that it can handle
a wide range of malware variants. Furthermore, incorporating other feature extraction
techniques, such as graph-based representation or embeddings, could also be interesting.
Finally, investigating the potential to use MALWD&C in a real-time setting, and evaluating
its performance on large-scale datasets can be a promising direction. In conclusion, the
results of our proposed MALWD&C approach are promising and offer new opportunities
for further research in the field of malware detection and categorization.
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