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The relationship between structure and function is of interest in many research fields involving the study of 

complex biological processes. In neuroscience in particular, the fusion of structural and functional data can help 

to understand the underlying principles of the operational networks in the brain. To address this issue, this paper 

proposes a constrained autoregressive model leading to a representation of effective connectivity that can be 

used to better understand how the structure modulates the function. Or simply, it can be used to find novel 

biomarkers characterizing groups of subjects. In practice, an initial structural connectivity representation is re- 

weighted to explain the functional co-activations. This is obtained by minimizing the reconstruction error of 

an autoregressive model constrained by the structural connectivity prior. The model has been designed to also 

include indirect connections, allowing to split direct and indirect components in the functional connectivity, and 

it can be used with raw and deconvoluted BOLD signal. 

The derived representation of dependencies was compared to the well known dynamic causal model, giving results 

closer to known ground-truth. Further evaluation of the proposed effective network was performed on two typical 

tasks. In a first experiment the direct functional dependencies were tested on a community detection problem, 

where the brain was partitioned using the effective networks across multiple subjects. In a second experiment the 

model was validated in a case-control task, which aimed at differentiating healthy subjects from individuals with 

autism spectrum disorder. Results showed that using effective connectivity leads to clusters better describing the 

functional interactions in the community detection task, while maintaining the original structural organization, 

and obtaining a better discrimination in the case-control classification task. 
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. Introduction 

Investigation of how structure influences function is present in sev-

ral fields. For example, how the function of a protein can be predicted

y its sequence and structure is a common issue in proteomics ( Lee et al.,

007; Watson et al., 2005 ). Network representation can aid this task

y bridging diverse types of data across different domains ( Oh et al.,

014 ). Indeed, networks are present at many scales from cell type-

pecific metabolic or regulatory pathways within neurons to the inter-

ctions between cortical areas, which are the focus of this paper. The

uman brain is a complex network characterized by spatially intercon-

ected regions that can be activated during specific tasks or at rest. As a

onsequence, integration of segregated regions (communities) is emerg-

ng as the most likely structural organization explaining the complexity
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f brain function (see e.g. Hermundstad et al., 2013 ). More specifically,

unctional connectivity refers to covarying activity between spatially seg-

egated brain regions measured in time series data. Structural connectiv-

ty refers to the physical tracts connecting brain regions generally esti-

ated in-vivo by diffusion weighted images. Effective connectivity , which

ombines structural and functional information, refers to the influence

hat one neural system exerts over another, either at neuronal or brain

egion level ( Friston, 2011; Hahn et al., 2019 ). In this context, we pro-

ose a model that redefines (sparsifies) structural connectivity based on

unctional information, to subsequently give a representation of effec-

ive connectivity. In this way, effective connections are the connections

hich are used to biophysical transfer activities between brain areas. 

Indeed, a deeper understanding of the relationship between the

unctional activity in different brain regions and the structural net-
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Fig. 1. Simplistic representation of the possible propagation path from one re- 

gion to another (created by using Biorender.io). Λ(0) represents a direct connec- 

tion, while Λ(2) depicts a 2-step indirect connection. 
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ork highlighted by using tractography can convey useful information

bout brain underlying principles. While in Fukushima et al. (2018) and

ermundstad et al. (2013) it has been shown that there is a signif-

cant overlap between neuroanatomical connections and correlations

f brain functional signals, it is yet to be fully understood how the

hole-brain network interacts during specific tasks or at rest, explain-

ng all structural and functional aspects especially in terms of causality.

 predictive framework based on multiple sparse linear regression was

sed to predict functional series from structural data ( Deligianni et al.,

013 ), and a platform called the “virtual brain ” was designed to sim-

late brain activity in injured and healthy subjects ( Jirsa et al., 2010 ).

ith the aim of highlighting the relationships between function and

tructural connectivity, a different approach relies on a Bayesian frame-

ork to estimate the functional connectivity using a structural graph as

 prior ( Hinne et al., 2014 ). However, results generating functional con-

ectivity from structural information have been so far challenging, due

o the fact that certain high correlations appear between brain regions

ot directly linked by structural connections. To overcome this limita-

ion approaches based on causal graphs ( Chicharro and Panzeri, 2014;

ajapakse and Zhou, 2007 ) and on propagators and neural field theory

 Robinson, 2012 ) were proposed. 

Even more restricting works have criticized the view of effective con-

ectivity as biophysical transfer of activity between brain areas, since

unctional activities might arise decoupled by structure and biophysical

ransfer for reasons yet unknown ( Medaglia et al., 2018; Preti and Van

e Ville, 2019; Tyszka et al., 2011 ). Currently, there are still ongoing

ontroversies on the definition of causal interaction between brain re-

ions due to possible confounding properties each model can involve

 Reid et al., 2019 ). Despite the criticisms of those models being mostly

easures of temporal correlations ( Bielczyk et al., 2018; Etkin, 2018 ),

mong the methods expressively based on causal interactions, the most

opular are the dynamic causal model (DCM) ( Friston, 2011 ) and the

ranger causality ( Granger, 1969 ). DCM uses an explicit model of re-

ional neural dynamics to capture changes in regional activations and

nter-regional coupling in response to stimulus or task demands. Sta-

istical inference is used to estimate parameters related to directed in-

uences between neuronal elements. While this is a powerful method

o study effective connectivity, its main limitation is the combinatorial

omplexity on the number of modeled regions and connections, which

imits its applicability to only few regions. Nevertheless, attempts to

eneralize to brain-wide have been proposed ( Razi et al., 2017 ). 

Although not directly, Granger causality also quantifies the causal in-

uence and the flow of information between regions. Despite the slow

ynamics and the regional variability of the hemodynamic response,

aking Granger causality a controversial method for the analysis of

unctional magnetic resonance images (fMRIs), it has been used to iden-

ify the dynamics of Blood-Oxygen-Level Dependent (BOLD) signal flow

etween brain regions ( Goebel et al., 2003; Liao et al., 2011 ). Notwith-

tanding, spurious influences might be obtained due to the fact that

he hemodynamic activity and the underlying neuronal activity have

ifferent temporal resolutions, resulting in different propagation times

nd delays ( Rangaprakash et al., 2018 ). Fortunately, a proposed solu-

ion is to perform a deconvolution to remove the hemodynamic actitiv-

ties from the BOLD signal before performing causal analysis ( Wu et al.,

013 ). Recent works have criticized both DCM and Granger causality

eing predictors of events identifying temporal correlation and not true

iological causalities ( Bielczyk et al., 2018; Etkin, 2018 ). Nevertheless,

CM and Granger causality are pragmatic and well defined measures of

ausal influence, and have delivered many insights in neuroscience and

hysiology ( Deshpande et al., 2008; Friston, 2011; Goebel et al., 2003 ).

espite the criticisms, they are still the most used models of causal in-

erence. 

On the other hand, looking at the structural connectivity, the re-

ult of any tractography algorithm might be imprecise, introducing false

ositive connections ( Chen et al., 2015 ). Refining the fiber tracking by

eeping only the fibers that are supposed to be used during tasks or
2 
esting-state might be a way to reduce false positives. The method we

ropose aims at estimating the coefficients of a Granger causality taking

nto considerations functional and structural data. This is achieved by

ltering the structural connectivity by using a multivariate autoregres-

ive (MAR) model constrained in a novel manner: by preserving and

e-weighting the structural connections that are required to parsimo-

iously reproduce the measured BOLD dynamics. 

A MAR model is a random process specifying a linear dependence of

ariables from their previous values and from a stochastic term. Thank

o this, Granger causality does not suffer an excessive computational

omplexity. Nonetheless, in case of a large number of regions involved

n the analysis, the model is affected by cancellation issues and high

ensitivity to noise ( Stokes and Purdon, 2017 ). Moreover, the computed

oefficients do not necessarily correspond to existing structural connec-

ions. This makes it cumbersome to perform a whole-brain analysis in-

olving many brain regions. Furthermore, Granger causality approach

as not yet used structural connectivity in a multivariate manner. 

Taking inspiration from the aforementioned limitations, this paper

resents an extension of the MAR model introducing a constrained MAR

CMAR), which uses the structural connectivity as a prior to bound the

earch space during parameter fitting. This fusion of structural connec-

ivity and functional time-series aims at representing an effective brain

onnectivity, addressing a whole-brain analysis thanks to the sparse rep-

esentation of the connectivity matrix. In its simple form the constrained

odel identifies putative direct structural connections implicitly using

unctional signal. To include indirect connections as shown in Fig. 1 , the

odel can be expanded through neural field theory inspired propagators

 Robinson, 2012 ) also based on tractography. 

. Overview 

In the Method section we first describe the used datasets, followed by

he preprocessing steps and finally the technical details. This paves the

ay to the Results section where experiments on simulations, default

ode network (DMN), classification of autism spectrum disorder (ASD)

ersus typically developing (TD) subjects and effective community de-

ection are then reported. Some useful background for those experiments

s reported in the following paragraphs. 

.1. Default mode network 

Among brain networks DMN, which is a set of brain regions more ac-

ive during rest rather than a goal directed task, has emerged for its pos-

ible role in allocating attention, self-referential processing, and memory
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 Demertzi et al., 2019 ; Greicius et al., 2003 ). Moreover, some of those

MN regions can belong to different large scale intrinsic networks as

hown in whole-brain studies on resting-state ( Yeo et al., 2014 ). After a

imulation experiment, DMN regions are used as a proof of concept for

he method. 

.2. Autism spectrum disorder 

Autism is a developmental disorder characterized by repetitive, re-

tricted behavior and deficits in communication and social interactions

 Fishman et al., 2015 ). The neurobiology of ASD is still unclear, and

he discrimination from TD subjects using neuroimaging is still difficult

o perform ( Yahata et al., 2016 ). Nevertheless, connectome-based clas-

ifiers for ASD and TD individuals have been recently introduced also

haracterizing local and global graph metrics of structural and func-

ional networks ( Rudie et al., 2013; Yahata et al., 2016 ). We applied

ur method on ASD dataset to validate the discriminant power of the

btained representations. 

.3. Community detection 

Clustering group of nodes within brain networks is relevant since it

an show meaningful behavior of sub-graphs across multiple samples,

here those subgraphs are often called modules, clusters or communi-

ies. This is a characteristic that exists in other several real world systems

ncluding social, biological, and political systems ( Fortunato, 2010 ). In

euroscience the related question is on how neural units cluster into

ensely interconnected groups that provide coordinated activities such

s perception, action, and adaptive behaviors ( Meunier et al., 2010 ).

oreover, the principle of modularity characterizes the fundamental

rganization of human brain functional connectivity during learning

 Bassett et al., 2011 ), and sparsely inter-connected modules allow faster

daptation of the system in response to changing environmental condi-

ions ( Meunier et al., 2010 ). Therefore, in this context of parsimony, our

roposed approach can lead to the identification of sparser community

hich can relate better functional and structural information. 

. Methods and data 

The aim of the proposed method is to combine structural brain con-

ectivity and functional brain activity. To reach this goal we resort to

 multivariate autoregressive model properly modified in order to al-

ow for the estimation of the temporal brain activation biased by the

tructural connectivity. In all our experiments we used the Power atlas

efining 264 putative functional regions of interest (ROIs) ( Power et al.,

011 ). More specifically we used the version with non-overlapping ROIs

see below). A functional atlas has been chosen given the need to map

unctional series. The experiments have been conducted on publicly

vailable datasets described below for which the ethical approval has

lready been granted. 

.1. Nathan Kline Institute-Rockland dataset 

To estimate the connectome communities and analyze the DMN, a

arge dataset obtained by the 1000 connectomes initiative was used.

his comprised 200 right-handed healthy subjects from the Nathan Kline

nstitute-Rockland dataset ( Nooner et al., 2012 ), and publicly available

t the url http://fcon_1000.projects.nitrc.org/ . For each subject, resting

tate fMRI (rs-fMRI), diffusion weighted imaging (DWI) and T1 were

cquired by using a Siemens (Munich, Germany) Magnetom scanner and

o-registered. rs-FMRI data were acquired with the eyes open, using a

 Tesla scanner, with TR/TE times as 1.4s/30ms, flip angle 65 ◦, and

sotropic voxel size of 2 mm, for a total scan duration of 10 minutes. DWI

olumes were acquired with a 1.5 Tesla scanner by using 35 gradient

irections and TR/TE 2.4s/85ms, flip angle 90 ◦, and isotropic voxel-size

f 2.5 mm. The T1 weighted MRI data were acquired with the same 1.5
3 
esla scanner, using as TR/TE times 1.1s/4.38ms, flip angle 15 ◦, and

sotropic voxel-size of 1 mm. 

.2. Autism brain imaging data exchange II dataset 

To perform the case-control classification task, the experiments were

erformed on the San Diego State University cohort of the ABIDE-II

ataset publicly available ( Fishman et al., 2015 ). This cohort was cho-

en among the others of the ABIDE-II dataset as it has been aquired at

 resolution high enough to perform tractography ( Di Martino et al.,

017 ). This final dataset included 26 ASD and 21 TD subjects. For

ach subject, rs-fMRI, DWI and T1-weighted were acquired and co-

egistered. Imaging data were acquired on a GE (Milwaukee, WI) 3T

R750 scanner. For a detailed description of the experimental proto-

ols refer to Fishman et al. (2015) . Briefly, rs-fMRI volumes were ac-

uired using a single-shot gradient-recalled, echo-planar pulse sequence,

n one 6:10 min eyes-open scan consisting of 185 whole-brain volumes

t TR/TE = 2s/30 ms, flip angle 90 ◦, and isotropic 3.4 mm voxel-size.

he DWI volumes were acquired with a dual spin echo excitation using

R/TE = 8.5s/84.9 ms, flip angle 90 ◦, and 1 . 88 × 1 . 88 × 2 mm 

3 voxel-size.

otal diffusion-weighted scan time was about 9 min. T1-weighted inver-

ion recovery spoiled gradient echo sequence were acquired at TR/TE

 8.1s/3,172 ms, flip angle 8 ◦, and isotropic 1 mm voxel-size. 

.3. Pre-processing and connectome construction 

FMRI data were pre-processed according to a standard pipeline: mo-

ion correction, mean intensity subtraction, pass-band filtering with cut-

ff frequencies of [0.005-0.1 Hz] and skull removal. To account for po-

ential noise from physiological processes such as cardiac and respira-

ory fluctuations, eight covariates of no interest were identified for in-

lusion in our analyses as nuisance variables ( Saad et al., 2013 ). For

his aim, regressors for white matter (WM), cerebrospinal fluid (CSF),

nd the 6 motion parameters for each individual were estimated. Spatial

moothing with Gaussian Kernels was not performed, though we aver-

ged the voxels values to define the ROI values. Global signal was not

egressed to avoid spurious anticorrelations ( Murphy and Fox, 2017 ).

o further reduce the effects of motion, correction for frame-wise dis-

lacement was carried out as described in Power et al. (2012) . For both

atasets, the DWI data were cleaned by eddy current interference, and

he skull has been removed. Linear registration has been applied be-

ween the Power atlas ( Power et al., 2011 ) and the T1 reference volume

y using linear registration with 12 degrees of freedom. The Power’s

tlas defines 264 non-overlapping functional ROIs. Each ROI is a 5 mm

phere around a peak voxel of significant activation during cognitive

asks calculate with a meta-analytic approach on the neuroimaging lit-

rature on this topic. This atlas is to date considered one of the most

ccurate for functional mapping (as shown e.g. in Gordon et al., 2014 ).

Tractographies for all subjects were generated processing DWI data

ith the Python library Dipy ( Garyfallidis et al., 2014 ). In particular,

e used the constant solid angle Q-ball model, and a deterministic algo-

ithm called Euler Delta Crossings was used stemming from 2,000,000

eed-points and stopping when the fractional anisotropy was smaller

han < 0 . 05 . This low threshold was chosen to allow the fibers to enter

he small ROIs of the chosen atlas. Tracts shorter than 30 mm or in which

 sharp angle (larger than 75 ◦) occurred were discarded. It is important

o mention that the choice of more common parameters, as an angle

hreshold of 60 ◦ or fractional anisotropy threshold of 0.2, would not al-

ow in the used data the fiber bundles from the posterior cingulate to

nter the prefrontal cortex, compromising the DMN analysis. The final

esult yielded about 250,000 fibers. To construct the connectome, the

raph nodes were determined using the 264 regions in the Power atlas.

pecifically, the structural connectome was built counting the number

f tracts connecting two regions, for any pair of regions. The same re-

ions were used to compute the functional activity just averaging the

oxel activity in each area. 

http://fcon_1000.projects.nitrc.org/
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.4. Structurally constrained autoregressive model 

A multivariate autoregressive model of order 𝑛 (MAR ( 𝑛 ) ) is a stochas-

ic process defining 𝑟 variables 𝐲( 𝑡 ) as linearly dependent on their own

revious values and a stochastic term: 

( 𝑡 ) = 

𝑛 ∑
𝑖 =1 

𝐀 𝑖 𝐲( 𝑡 − 𝑖 ) + 𝛜, (1)

here the 𝑟 -by- 𝑟 coefficient matrices 𝐀 𝑖 are the model parameters and 𝜖

s the additive Gaussian noise. The weight matrices 𝐀 𝑖 describes the lin-

ar dependencies between the 𝑟 timeseries [ 𝑦 1 , … , 𝑦 𝑟 ] 𝑇 ; therefore, they

an be intended as a functional connectivity matrix at different time

ags. The subscript 𝑖 indicates the order or the time lag. The aim of the

roposed method is to infer a functional connectivity justified by the

tructural connectivity, so that the functional activity of the brain can be

escribed only using the direct physical connections between the brain

egions. To obtain this result, we resort to a set of constraints on the

bove MAR model, which force the MAR model to only fit the parame-

ers associated to existing structural connections. In this way the signal

n a brain region is described by a linear combination of the function of

tructurally connected regions only: 

̂
 𝐢 = 𝐀 𝑖 ⊙ 𝐁 (2)

here ⊙ denotes the Hadamard or element-wise product, and 𝐁 is an

ndicator matrix obtained by the structural connectivity 𝐀 init , defined

s 

 𝑢𝑣 = 

{ 

0 if the 𝑢𝑣 element of 𝐀 init is 0 
1 otherwise. 

This 𝐁 matrix is used as a structural bias into the model, constraining

ach 𝐀 𝑖 to have zero elements where no structural connectivity appears.

iven an initial structural connectivity matrix 𝐀 init and the functional

ignal in a column-vector 𝐲 for all 𝑇 time-frames, an effective connectiv-

ty matrix can be determined minimizing a reconstruction error of the

AR model in Eq. (1) subject to the structural constraint in Eq. (2) as

ollows: 

 = 

1 
2 

𝑇 ∑
𝑡 = 𝑛 

‖‖‖‖‖𝐲( 𝑡 ) − 

𝑛 ∑
𝑖 =1 

( 𝐀 𝑖 ⊙ 𝐁 ) 𝐲( 𝑡 − 𝑖 ) 
‖‖‖‖‖
2 

2 

. (3)

he effective connectivity matrix is therefore the matrix 𝐀̂ 𝑖 that mini-

izes the reconstruction error above. The choice of the model order 𝑛

an be defined by Akaike information criterion ( Akaike, 1974 ), or em-

irically in cross-validation settings. In our experiments we adopted this

atter approach to choose the order of the CMAR model. As observed em-

irically, relaxing the constraints, which we introduced in our method,

as leading to lower prediction error, though it was introducing struc-

ural connections which were not biologically plausible. 

However, the model described so far can only relate direct struc-

ural connections to functional series. To overcome this limitation,

q. (3) is modified including propagators that iterate through several

teps through the connectome inspired by the neural field theory propa-

ators ( Robinson, 2012 ). According to the propagator formulation of

eural interaction introduced by Robinson (2012) , firing neural rate

ithin a brain network 𝐐 can be computed as the sum of external electri-

al activity 𝐍 and by the firing rates coming from other neurons. Those

ates can be directly evoked or incorporate activity coming from synap-

ic path 𝚲: 𝐐 = 𝚲𝐐 + 𝐍 . More specifically, the 𝑚 steps of propagation can

e defined by the sum 𝚲 = 𝚲( 𝟎 ) + 𝚲( 𝟐 ) + 𝚲( 𝟑 ) + ⋯ + 𝚲( 𝐦 ) (following the

otation of Robinson, 2012 ). An example of this propagation from one

egion to another of the brain is depicted in Fig. 1 . In our implementa-

ion we neglected the external input 𝐍 . Conversely to partial correlation

 Zalesky et al., 2012 ), this multi-step formulation is based on physical

onnections. Despite the temporal resolution difference between firing

ate and BOLD signal, the same assumption of propagation can be made

or the BOLD signal case given the relationship to a neuronal stimulus

 Drysdale et al., 2010 ). This will also be comparable to the multi-steps in
4 
ausal graphs ( Chicharro and Panzeri, 2014 ), to connectome spreading

ynamics ( Mi š i ć et al., 2015 ), and to the formulation of indirect Granger

ausality ( Dhamala et al., 2008 ). Given those tools, Eq. (3) can be refor-

ulated taking into account higher-order effects as downstream effects

f the direct interactions. The matrices 𝚲( 𝟎 ) and 𝚲( 𝟐 ) from the propaga-

or context, for the sake of consistent notation, are here formulated as

 

( 𝟎 ) and 𝐀 

( 𝟐 ) . Therefore, for the first order of indirect connections the

econstruction error becomes 

 = 

1 
2 

𝑇 ∑
𝑡 = 𝑛 

‖‖‖‖‖𝐲( 𝑡 ) − 

𝑛 ∑
𝑖 =1 

(
𝐀 

(0) 
𝑖 

⊙ 𝐁 + 𝐀 

( 𝟐 ) 
𝐢 ⊙ 𝐁 

(2) 
)
𝐲( 𝑡 − 𝑖 ) 

‖‖‖‖‖
2 

2 

. (4)

n practice, 𝐀 

(0) 
𝑖 

comprises the coefficients of effective connectivity re-

ated to direct connections, and for the purely direct case it is initially

et as the structural connectivity 𝐀 𝑖𝑛𝑖𝑡 . A further coefficient matrix is in-

roduced to weight the indirect connection of first order, and the matrix

 

(2) comprises the indirect structural connections of first order likewise

 for the direct connections. For low resolution networks 𝐁 

(2) can be

asily given by the complement of 𝐁 , since the first order indirect con-

ections will cover the remaining brain connections. When no upper

ndex is given as 𝐀 𝐢 , we are referring to the purely direct case. The rea-

on why the structural matrix is also used as initial guess, it is only given

y the fact that it is believed to be a decent initial guess in the gradi-

nt descent context, though there are no arguments against using other

alues including random estimates. 

To obtain the effective connectivity matrix (or matrices) we first fit

he model parameters by using a gradient descent approach. The direc-

ion of the gradient can be computed for all matrices 𝐀 𝑗 of a specified

rder for the direct connections as follows: 

𝛛𝐄 

𝛛𝐀 𝐣 
= − 

𝑇 ∑
𝑡 = 𝑛 

[ 

𝐲( 𝑡 ) − 

𝑛 ∑
𝑖 =1 

( 𝐀 𝑖 ⊙ 𝐁 ) 𝐲( 𝑡 − 𝑖 ) 

] 

𝐲 ′( 𝑡 − 𝑗) ⊙ 𝐁 . (5)

nd the update rule is therefore 𝐀 𝑗 = 

(
𝐀 𝑗 + 𝜂 ⋅ 𝛛𝐄 ∕ 𝜕𝐀 𝑗 

)
, where 𝜂 is the

earning rate. 

For the multistep case 𝐀 

(0) and 𝐀 

(2) the gradient direction can be

omputed deriving according to the individual matrices, leading an ex-

ression similar to (5) . In the reported experiments we used 5000 it-

rations during the gradient descent, and a learning rate 𝜂 = 3 ⋅ 10 −5 .
ccording to our model, the initial condition is limited by the structural

onnectivity matrix 𝐀 init , likewise for the indirect case. We tried differ-

nt normalizations of the matrix (as binarization and division for the

aximum value) and the same minimum was reached, even if differ-

nt speed of convergence has been observed. A further improvement is

iven by deconvolving the BOLD signal to use a more appropriate neural

esponse. Assuming a common HRF is shared across the various spon-

aneous point process events at a given voxel, the BOLD signal can be

een as the result of the convolution of neural states 𝑠 ( 𝑡 ) and HRF ℎ ( 𝑡 ) : 

 ( 𝑡 ) = 𝑠 ( 𝑡 ) ⊛ ℎ ( 𝑡 ) + 𝜖( 𝑡 ) , (6)

here 𝜖( 𝑡 ) represents additive noise. Once calculated ℎ ( 𝑡 ) , we can obtain

n approximation of the neural signal 𝑠 ( 𝑡 ) from the observed data using

 Wiener filter ( Wu et al., 2013 ). We conducted our experiments first

y using the initial preprocessed BOLD time series and then again using

he estimated neural response after the deconvolution 𝑠̃ ( 𝑡 ) . In this view,

he previous optimizations should be seen substituting 𝑦 ( 𝑡 ) with 𝑠 ( 𝑡 ) . 
Once optimal effective connectivity matrices 𝐀 𝑖 for each subject are

btained, Granger causality can be computed defining the connectome

s a directed graph. Several ways to compute Granger causality both

n the frequency and time domain were proposed. The most known is

he reduced model ( Geweke, 1984 ), where error of linear dependence

or two multiple time series is measured quantifying the causality of

ne against the other. As shown by Stokes and Purdon (2017) , fitting

 reduced model for spectral Granger causality can lead to a strong

ias or very large variability depending on the choice of the order. In

ur implementation, we computed the Granger causality matrix repre-

enting causality given the ratio of residuals (prediction error using or
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ot a driver ROI), by using the F.H. Lin toolbox available at the URL

ttps://github.com/fahsuanlin/fhlin _ toolbox . 

.5. Simulations and default mode network analysis 

For the simulations we used the same ground-truth and settings of

he reference paper for the NetSim, a well-known evaluation of network

odelling methods for fMRI ( Smith et al., 2011 ). Briefly, we used 50

imulations given by 5 nodes/processes ( 𝑌 1 , 𝑌 2 , 𝑌 3 , 𝑌 4 , 𝑌 5 ) 10 minutes

ong and obtained as described in Smith et al. (2011) , defined by us-

ng repetition time 3s and standard deviation of the haemodynamic re-

ponse function (HRF) 0.5s. Fig. 3 (a) depicts the defined ground-truth

ausal inferences. Mean and standard deviation of the coefficients for

he 50 simulations as well as the mean simulated BOLD signal are de-

icted in the Supplementary Figs. 3 and 4, respectively. Following the

onclusions of ( Smith et al., 2011 ), we used in this experiment the model

rder 1 for the Granger Causality. 

The DMN analysis was used to prove that the proposed method pro-

uces sensible results in line with current literature. More specifically,

n these experiments starting from a whole-brain structural connec-

ivity and related resting-state fMRI series, effective connectivity was

onstructed, and then the specific effective connections were analyzed.

oreover, the proposed method was compared to DCM considering all

ossible causality directions. The optimal DCM was obtained according

o the Bayesian information criterion (BIC). 

Normal prior with default settings for the evolution model of the

CM were used ( Daunizeau et al., 2014 ). We considered indistinctly ex-

itatory and inhibitory causality jointly. Further limitations of the DCM

ere related to the fact that resting-state does not have a specific driv-

ng input as in other DCM models ( Adams et al., 2013 ). We overcame

his limitation by using a stochastic DCM ( Daunizeau et al., 2014 ) that

dds time-dependent fluctuations in neuronal states. 

.6. Classification of autism spectrum disorder and typically developing 

ubjects 

To test the descriptive power of the effective connectivity computed

y using the proposed approach, we carried out a classification task dis-

riminating between ASD and TD individuals, using all three types of

onnectivity: functional, structural and effective. We investigated the

ost significant connections obtained through the weights of a trained

upport vector machine (SVM) ( Crimi et al., 2017 ). Those were the

eights larger than the 95 𝑡ℎ percentile or smaller than the 5 𝑡ℎ percentile

f a random weight distribution which represents the null hypothesis.

he null hypothesis SVM weights were obtained by performing 1000

andom permutations of the labels of the two groups. 

.7. Effective brain community detection 

To assess whether the proposed method produces effective connec-

ivity information characterizing the structural connectivity enriched

ith functional information, a community detection analysis was per-

ormed, by using a group-wise graph clustering algorithm recently pro-

osed in Crimi et al. (2016) , both on the set of structural connectivity

atrices and on the effective connectivity matrices. 

Given a set of connectivity matrices  = { 𝐖 𝑧 } representing undi-

ected weighted graphs with positive weights, each normalized graph

aplacian is built as 𝐋 = 𝐃 

− 𝟏 𝟐 ( 𝐃 − 𝐖 ) 𝐃 

− 𝟏 𝟐 , where 𝐃 is the diagonal de-

ree matrix of 𝐖 . However, in general, the connectivity matrices result-

ng from the above CMAR model computed for each subject are asym-

etric (i.e., edges are directed), thus, they were converted to undirected

raphs aiming at maintaining the properties of the original graphs es-

imated from CMAR. To this aim, a symmetrization based on random

alk was applied ( Malliaros and Vazirgiannis, 2013 ). 

More specifically, given a directed graph 𝐌 , the transition matrix of

he random walk can be defined as 𝐏 = 𝐃 

− 𝟏 
𝐨𝐮𝐭 𝐌 , where 𝐃 𝐨𝐮𝐭 is a diagonal
5 
atrix built using nodes’ out-degree. The symmetric graph can be there-

ore defined as 𝐌 𝐬𝐲𝐦 

= 

1 
2 ( 𝚷𝐏 + 𝐏 ′𝚷) , where 𝚷 is a the diagonal matrix

hat defines the probability of a walker to stay in each node in a sta-

ionary distribution, defined as 𝚷 = 

𝑑 out 
𝑚 

, where 𝑑 𝑜𝑢𝑡 is the vector of the

ut-degree of each node and 𝑚 is the number of nodes. Thank to this new

epresentation, the pipeline described in Crimi et al. (2016) can be ap-

lied, generating the normalized graph Laplacians for each subject, per-

orming the joint diagonalization of multiple Laplacians to find a unique

igenspace and, finally, applying spectral clustering on the smallest joint

igenvectors. 

In order to decide the number of clusters, as usual in spectral cluster-

ng, we looked at the spectral gap of the mean approximated eigenval-

es. Supplementary Fig. 2 in the supporting information depicts mean

pproximated eigenvalues where a gap between the 8th and 9th values

s visible. This was assessed both visually and computationally. The clus-

er functional separation (CFS) among the brain nodes was defined as

he average ratio between the intra- and inter-cluster cross-correlation.

s follows: 

𝐹 𝑆 = 

1 
𝑘 

𝑘 ∑
𝑠 =1 

∑
𝑖<𝑗∈𝐶 𝑠 

𝑤 𝑖𝑗 ∑
𝑖<𝑗∈𝐶 𝑠 

𝑤 𝑖𝑗 + 

∑
𝑖 ∈𝐶 𝑠 

∑
𝑗∈𝐶 𝑡 ≠𝐶 𝑠 

𝑤 𝑖𝑗 

(7)

here 𝑤 𝑖𝑗 is the functional cross-correlation of the time-series for nodes

 and 𝑗. 

. Results 

The validation of the proposed method has been performed first

y using simulations, a simplified task consisting of the analysis of re-

ationship between the areas of the DMN. Then, a classification task

 Crimi et al., 2017 ) aiming at discriminating autistic and typically de-

eloping children has been carried out, and finally a brain community

etection framework has been used jointly to the proposed model. When

ossible, a comparison to the well-known DCM approach was carried

ut. The DMN and effective community detection experiments were per-

ormed by using the diffusion tensor and fMRI volumes of 200 healthy

ubjects from the Nathan Kline Institute-Rockland dataset ( Nooner et al.,

012 ). The classification experiment has been carried out from data of

he ABIDE-II dataset ( Fishman et al., 2015 ). 

.1. Structurally constrained autoregressive model 

Fig. 2 depicts an example of initial structural tractogram and final ef-

ective connectivity diagram, given by chord diagrams where each node

epresent a ROI. In the effective network some connections are canceled

ut resulting in a less dense chord diagram. Those results are for the case

onsidering both direct and indirect connections, respectively Λ(0) 
𝑖 

and
(2) 
𝑖 

in Fig. 1 . Although not clearly visible when comparing visually ad-

acency matrices, the initial structural connectomes were composed by

n average of binary connections 𝜇𝑠 = 8198 against the average binary

ffective connections 𝜇𝑒 = 3169 across the whole dataset. A comparison

f the proposed approach when using only the direct structural connec-

ions and when considering also the indirect connections, showed that

sing the latter was producing a lower reconstruction error though most

f the influence is already given by the direct connections, as shown in

ig. 5 (a). Moreover, the difference in the last iterations were statistically

ignificant (t-score: -3.5183, p-value: 0.0016, CI : 1.0e+03 ∗ [-2.3537;-

.6177]). In our experiments we defined reconstruction error as the dif-

erence between a predicted and real functional series given a connec-

ivity matrix and the value of a previous time point (as in Eqs. (3) and

4) ). We optimized the weights for the direct and indirect connections

eparately. Namely, we obtain the coefficients first for the direct con-

ections and then for the indirect connections. This was done since a

arallel optimization was shown to be slower due to the fact that the

wo processes compete with each other. Lastly, by using the estimated

eural signals instead of the BOLD signal further improvements are ob-

ained as shown in Fig. 6 . 

https://github.com/fahsuanlin/fhlin_toolbox
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Fig. 2. Example of initial structural connectivity matrix (top) and final effective connectivity matrix using the multistep version described in this paper (bottom) for 

the same subject, as chord diagrams for the 264 ROIs ( Power et al., 2011 ) in which the brain is partitioned, with visibly a less dense diagram for the final effective 

connectivity. Color-code does not represent ROIs but connections between them. The ROIs defined as uncertain in ( Power et al., 2011 ) are not labeled. 

6 
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Fig. 3. (a) Ground-truth simulated causalities. (b) Difference between the 

ground-truth and the estimated causal matrix by the proposed method and DCM 

for 50 independent simulations, each simulation mismatch reported along the 

x-axis. For each simulation we reported the mismatch per model, and it was 

visible that DCM had more mismatch from the preferred model, the higher the 

data point, the more mismatch the model produced. 
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Fig. 4. (a) and (b) are respective graphical representations of the resulting 

Granger causality and DCM for the DMN experiment. The reported acronyms are 

’mPFC’ = medial PreFrontal Cortex, ’PCC’ = Posterior Cingulate Cortex, ’L’ = Left, 

and ’R’ = Right. This reflects structural and functional expected connections de- 

picted in (c): Sagittal example of structural tracts connecting the functional re- 

gions of interest selected as related to the DMN. Those ROIs are obtained as a 

subset of the DMN ROIs of the Power atlas according to the coordinates speci- 

fied in ( Shirer et al., 2012 ), if necessary more than one ROI of the Power atlas 

was merged. The PCCs are depicted as red, mPFCs are depicted as green and the 

fusiform gyri in cyan. 
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Fig. 5 (b) highlights the beneficial effect of using more time points

n the MAR model for the autism dataset ( Fishman et al., 2015 ). As ex-

ected, the higher the order of MAR model the better was the reconstruc-

ion error of the signal, though at some point the improvements were

ot worthwhile. In particular, it was noted that the reconstruction error

f CMAR(2) is always significantly smaller than CMAR(1). However, in

ll our experiments, going beyond order 2 did not improve further the

econstruction error compared to CMAR(2). This is probably related to

he type of signal. Indeed BOLD signal in used fMRI recordings has a

ampling rate that compared to the underlying brain activity makes it

seless to go beyond two time steps. 

Once the final effective connectivity matrix is computed, it can be

sed to quantify the Granger causality. Supplementary Figure 1 in the

upporting Information depicts the average of the resulting autocovari-

nce matrices of the Granger causality, where non-zero elements repre-

ent causality from one region to another. As for the resulting effective

onnectivity matrix, in the causality matrix some regions have a strong

nfluence compared to other which have been further cancel out. Some

xpected asymmetry in the resulting matrices was also observed. The

dentified causalities appeared as a subset of the effective connectivity

etected by the proposed model. As empirically observed, removing the

tructural constraint and in lieu using sparsity regularization ( Valdés-

osa et al., 2005 ) was leading to a lower reconstruction error, but it was

ntroducing connections that were anatomically implausible. 

.2. Simulations and default mode network analysis 

After initial analysis on reconstruction error, the first experiments

ere performed by using simulations and real data but limited to the

MN. The results were compared to those obtained by using a physio-

ogically defined model in contrast to the proposed data-driven model:

he resting-state DCM ( Daunizeau et al., 2014 ) 

For the simulations we used the same ground-truth and settings of

he reference paper for the NetSim, a well-known evaluation of net-

ork modelling methods for fMRI ( Smith et al., 2011 ). Briefly, reproduc-

ng their work, we used the simulations given by 5 temporal processes

 𝑌 1 , 𝑌 2 , 𝑌 3 , 𝑌 4 , 𝑌 5 ) 10 minutes long. Those processes are related by

ausal inferences represented by the directed graph shown in Fig. 3 (a).

he generated time series and the connectivity matrix without causal

nformation were then used by the proposed algorithm (only direct con-

ections and first order), and by the optimal DCM according to the

ayesian log model evidences. The difference between the estimated

ausal inferences and the ground-truth are shown in Fig. 3 (b). The dif-

erence was computed by counting the number of causal directions that

ere quantified wrongly. If one algorithm was estimating only opposite

irection than the ground-truth, the difference was quantified as ’2’. If

or one edge one method estimated bidirectional causality but only one
7 
as correct, the difference was quantified as ’1’. It was noted that for

oth the proposed model and DCM the causal inference 𝑌 1 → 𝑌 2 was

enerally estimated incorrectly but the DCM was having even more pro-

ounced differences from the ground-truth. Comparing the two models

y using t -test the mismatch had a statistical difference of t-score of 1.75

CI = [ -2.5254; -1.1776], degrees of freedom: 98, p-value = 0.041624).

Afterward, we assessed whether the most important structural con-

ections relating the functional areas of DMN were maintained after

he optimization of the connections with our CMAR model and Granger

ausality. For this purpose, we analyzed a subset of DMN areas and the

onnections that relate each other. We focused on some DMN regions

hat are not directly structurally connected, though they show some ac-

ivity simultaneously ( Greicius et al., 2003 ): frontal middle gyrus, pos-

erior cingulate cortex, and fusiform gyrus; all both left and right. The

roposed model has been used on a whole dataset by using these areas

howing that they persist after the autoregressive model, and still iden-

ify areas that are physically connected and used functionally as shown

n the example in Fig. 4 (a). The resulting effective connectivity DMN

as compared for completeness to the optimal DCM which was selected

mong all the models having all possible direction combinations. By ne-

lecting the commisural connections, the possible models to be tested

ere 27. We report the selected optimal DCM depicted in Fig. 4 (b). An

xample of tractography among those ROIs for one subject is shown in

igure 4 (c). Carrying out a brain-wide CMAR optimization, the relevant
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Fig. 5. (a) Mean and standard deviation of reconstruction error for the subjects 

of the Nathan Kline Institute-Rockland dataset by using only direct structural 

connections and both direct and indirect connections. (b) Final reconstruction 

errors for different orders using the ABIDE-II dataset. The stars at the left and 

right of the line depict respectively the errors for the control (TD) and case (ASD) 

subjects from the classification experiment. 
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MN connections were maintained. Each DMN region before the CMAR

ad on average about 30 connections (not depicted in the graph to avoid

luttering), while after the CMAR the average connections were 8 and

hose were the most relevant for the DMN regions based upon litera-

ure Greicius et al. (2003) . Moreover, the CMAR/Granger analysis did

ot erase the relavant connections, and found bidirectional causality be-

ween the cingulate and prefrontal cortex, though the causalities from

he posterior cingolum to the prefrontal cortex were stronger. While for

he selected DCM, the strongest causalities were in the opposite direc-

ion. It is worthwhile to mention that all DCMs required specific settings

iscussed in the Discussion and Methods sections. 

.3. Classification with effective connectivity in autism 

A classification task between ASD and TD individuals was used to

urther prove the descriptive power of the effective connectivity com-

uted using the proposed approach. 

We investigated the most significant connections obtained through

he weights of a trained support vector machine (SVM). The selected

eights were those larger than the 95 th percentile or smaller than the

 th percentile of a random weight distribution which represents the null

ypothesis, as depicted in Fig. 7 (d–f). Of note, the most discriminating

onnections of the MAR model were very different from those deter-

ined with structural connectomes. Fig. 7 (d–f) shows the whole spec-

rum for the averaged SVM weights respectively for the structural, ef-

ective CMAR(1) and functional connectomes. It is noticeable that the

eights for the MAR cases are larger than those related to the original

tructural connections, and the weights related to the functional data

re more numerous. Given the fact that functional connectivity can be

iven by anticorrelations, positive and negative weights are present. The

etected connections using the structural data comprised ipsilaterally

pread connections in agreement with previous studies ( Li et al., 2014;

hang et al., 2018 ). The detected functional connections also confirmed

revious results obtained by using another dataset ( Yahata et al., 2016 ).

or instance, the connections between the left frontal pole and the right

entral gyrus, as well as the left inferior frontal gyrus and the right in-

erior temporal gyrus, were also identified as significantly different be-

ween cases and controls by our model. The detected effective connec-

ions partially resemble the detected structural and the functional con-

ections. Interestingly, these detected features are even more in agree-

ent with the discriminant features identified through previous studies:

s such the ectopic connectivity of precentral and striatal and occipital

egions ( Noonan et al., 2009 ), the left superior parietal and right infe-

ior frontal gyrus, and rectus and cuneus region ( Yahata et al., 2016 ).

he classification accuracy in discriminating ASD from TD subjects by

sing the identified connections was respectively for the structural, func-

ional, and effective connectivity using CMAR(1) and CMAR(2) 60.57%,

9.1%, 70.21%, and 72.34%. This showed the efficacy of using effective

onnectivity matrices instead of others for the proposed experiment, al-

hough the experiment should be repeated with larger datasets. Lastly, it

as noted that the detected functional connections were larger in num-

er and both negative and positive to compensate the signs given by

orrelations and anti-correlation. 

.4. Effective brain community detection 

This latter experiment aimed at identifying the communities in the

ffective connectome which better represent the original functional sig-

al in terms of segregation. By analyzing the group-wise eigenvalues

esulting from the joint Laplacians diagonalization, a spectral gap was

oted at the 4 th and 8 th eigenvalues for both structural and effec-

ive connectivity matrices, in agreement with previous studies on other

atasets ( Hagmann et al., 2008 ) and as depicted in supplementary Fig.

 (Supporting Information). The value 𝑘 = 4 has been neglected since

he clustering for 𝑘 = 4 would have led to a simplistic representation of

he brain. Therefore 𝑘 = 8 has been used. The resulting clustering of the
8 
rain regions based on the structural connectome ( Fig. 8 (a)) and on the

ffective connectome ( Fig. 8 (b)) are fewer while preserving the overall

rganization. The reconstruction error shown per subject in Fig. 8 (c)

ndicates, as expected, that the lowest error is given when considering

he whole network in the CMAR computation. 

Evidence was also obtained when analyzing the cluster functional

eparation, defined as the average ratio between the intra- and inter-

luster cross-correlation ( Crimi et al., 2016 ). This index has been com-

uted for both structural and effective clustering results. Fig. 8 (d) in-

icates that cluster functional separation of clusters determined using

ur CMAR approach is significantly higher when compared with the

tructural clusters ( 𝑝 < . 001 ) according to converted t-tests, demonstrat-

ng that the effective clusters are also underpinned by the functional

onnectivity. More specifically, we also devised an analysis to assess

hether the clusters obtained from the autoregressive modeled data are

ore meaningful in relation to the fMRI time-series than the clusters

btained from the structural information. To this end, we carried out a

lock-wise definition of the effective connectivity matrices where one

lock at a time, defined by the brain regions belonging to a cluster, was

sed in a CMAR model involving only the relative fMRI series. Then
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Fig. 6. Mean and standard deviation of reconstruction error obtained by using 

the preprocessed BOLD 𝑦 ( 𝑡 ) and the estimated neural signal s(y). Here, the de- 

convolution is performed before carrying out the MAR analysis and only direct 

connections are considered in both cases. 
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i

he reconstruction error of the fitted CMAR models for each cluster was

ummed up over all clusters and compared to each other. The under-

ying intuition is that partitioning the brain using an effective connec-

ivity information would remove those structural connections that are
ig. 7. Axial views of most discriminant connections according to the SVM weights (a

onnectomes. (d), (e) and (f) show the average weights respectively for the structural,

onnections in (a) are mostly ipsilateral and few commisural connections. Most of the

he link between the left frontal pole and the right central gyrus, and the left inferio

n (b) also highlight known connections as the left superior parietal and right Inferio

9 
eaningless from a functional perspective, at least in the analyzed ex-

erimental data. This is the overall message conveyed in Fig. 8 . 

. Discussion 

Investigation of how structure influence function is present in sev-

ral fields. For example, how the function of a protein can be predicted

y its sequence and structure is a common issue in proteomics ( Lee

t al., 2007; Watson et al., 2005 ). In neuroscience, it is now well es-

ablished that functional segregation is a basic principle of brain orga-

ization ( Hermundstad et al., 2013 ). However, this principle is diffi-

ult to prove and the easiest approach is to investigate it through func-

ional connectivity analysis, which is usually based on the determina-

ion of functional correlations between brain regions. Causal influence

s most likely the key to deliver insights in neuroscience and physiology

 Bielczyk et al., 2018 ). In this context, the proposed model combines

tructural and functional information with the aim of defining effective

onnectivity. Given the initial brain-wide structural connection the au-

oregressive model acts as a filter removing the connections that are

ot used in a related functional series, then causality is investigated

ccording to Granger causality. The previous experiments showed that

he resulting connectivity matrix can be used to relatively predict BOLD

ignal. The use of indirect connections, rather than only direct connec-

ions, showed a lower reconstruction error in predicting the BOLD signal

hough a slower convergence, though this was a slight improvement.

s described in previous studies mapping brain functional connectiv-

ty from diffusion imaging suggested Becker et al. (2018) , the propaga-

ion of neural signals through direct and short structural walks has the
) original connectomes, (b) CMAR(1) effective connectomes, and (c) functional 

 the CMAR(1) effective and functional connectomes. The highlighted structural 

 detected functional connections (c) are already known ( Yahata et al., 2016 ) as 

r frontal gyrus and the right inferior temporal gyrus. The effective connections 

r frontal gyrus, and rectus and cuneus region ( Yahata et al., 2016 ). 
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Fig. 8. Axial view of joint spectral clustering using k = 8 is depicted in (a) for the original structural joint eigenspace, and (b) on the joint eigenspace given by effective 

connectivity matrices. The resulting connectivity matrices as shown in Fig. 2 (b) and the related clustering in this subfigure (d) are not only sparser than the original, 

they also lead to better reconstruction of the functional data as shown in the other figures: Subfigure (c) depicts the reconstruction error of CMAR model (represented 

as error bars) after converging to the effective connectivity or according to block-wise MAR based on the structural communities and the effective communities. The 

lower the better. Subfigure (d) depicts the functional segregation of clusters using the effective communities or structural communities represented as errorbars. The 

higher the better. 
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trongest influence in the resulting functional connectivity, This effect

an also be true for the data used in our experiments. The comparison

etween using the BOLD signal and the estimated neural signal further

hows the importance of isolating the HRF from BOLD signal. 

In the simulation experiments the proposed CMAR estimated causal

nferences with smaller difference from the ground-truth compared to

he DCM. The differences of the CMAR from the ground-truth were

ainly in associating opposite causal inference between the node 𝑌 1
nd 𝑌 2 compared to the ground-truth. The DCM had even more mis-

atched causal inferences. In the experiments with the DMN regions,

he proposed model starting from brain-wide structural connections, it

as able to identify the relevant connections of the DMN without re-

oving them. The causalities determined through the CMAR were par-

ially overlapping with those identified by DCM, without the extensive

esign of the models described below. Without a proper ground-truth

t is difficult to establish whether the data-driven or the selected DCM

odel produced a more correct estimation of the causalities. In fact, in

revious studies DCM applied to DMN has produced inconsistent results

 Razi et al., 2015 ). A further hurdle using the DCM was given by the

eed of specifying a driving input, which is not clearly defined for the

esting-state case ( Adams et al., 2013 ). Nevertheless, the CMAR was able

o extract - from all the given connections - meaningful DMN networks

hile the DCM required the investigation of all possible causal direc-

ions, with the limitation of increasing complexity when increasing the

umber of nodes. This shows that Granger causality combined with the

roposed CMAR model is a valid explorative data-driven approach. In

ontrast, DCM models haemodynamics variations explicitly analyzing

ata at the level of hidden neuronal states ( Valdes-Sosa et al., 2011 ).

evertheless, despite their fundamental difference, it has been hypoth-

sized that the two approaches may be used together ( Friston et al.,

013 ). 

Still, our aim is not to solve all possible controversies related to

ausality, especially considering the criticisms that those models are

ore temporal correlations ( Bielczyk et al., 2018; Etkin, 2018 ), but to

rovide a straightforward method to identify structural connections ef-

ectively used during tasks or rest that can be used as biomarkers or for

ther purposes. 

For example, the experiment of classification between autistic and

ypically developing subjects also improved if the resulting effective

onnections were used. This led to the hypothesis that using features

rom the resulting effective connectivity removes those structural con-

ections that are also meaningless from a functional perspective or com-

ine both features, leading to a better performance in terms of cluster-

ng or classification. Moreover, the identified discriminant connections

ere in line with connections detected by other works described in the
10 
esults section ( Mastrovito et al., 2018; Yahata et al., 2016 ). Although

he improvement obtained in this experiment should be repeated with

arger sample size, the hypothesis is that using features obtained with

ur model offers the advantage of combining functional and structural

eatures, with advantages compared on using only one type of features.

In our experiments, the identification of the effectively used struc-

ural connections had clearly an impact on the subsequent clustering,

hich is reflected in Fig. 8 (c-d). Namely, the CMAR while preserving

he structural partitioning, also optimized the graph cut minimizing the

oss of functional interactions. In fact, when removing some connec-

ions according to the clustering results, the communities determined

rom the effective connectivity matrix appeared to be more self explana-

ory in terms of functional activity than the communities obtained from

tructural connectivity alone. 

In all our experiments, contrary to DCM that requires a detailed setup

f numerous experimental setup, the complexity of the proposed method

as limited to the first order of the autoregressive model and of the prop-

gators. The former takes into account the number of prior time points

ithin the BOLD series that need to be examined, the latter the num-

er of nodes within the structural connectome that have to be crossed

steps). The autoregressive order was found empirically to be optimal at

 lags, while the steps of the propagator were also limited at 2. The low

alues for the autoregressive model are most likely related to the low

emporal resolution of the BOLD signal. Regarding instead the propaga-

ion through indirect connections, due to the resolution of the atlas the

sed matrix 𝐁 

( 𝟐 ) was already comprising all complement of the matrix

 . Once again, most likely due to the nature of the BOLD signal, the

trongest influence was given by the direct connections as shown in the

xample in Fig. 5 . 

Besides those observations, CMAR is independent on whether the

OLD series is task-based or resting-state. Deconvolving the signal be-

ore the use in the MAR model is a useful extension to the proposed

odel which can produce more accurate estimates effective connectiv-

ty. The proposed approach can be seen as similar to previous works

elating precision matrix from functional series to structural informa-

ion ( Deligianni et al., 2013; Hinne et al., 2014; Ng et al., 2012 ), but

here those models constrain functional connectivity, the proposed

odel used it to define effective connectivity. 

Some studies have pointed out that functional connections can be

iolated from the underlying structural connections either naturally

 Medaglia et al., 2018; Preti and Van De Ville, 2019; Tyszka et al.,

011 ) or induced by psychedelics ( Luppi et al., 2021 ) and this can

ave an impact in the prediction. Those violations can arise either by

he differences between effective connectivity and functional connec-

ivity ( Goldenberg and Galván, 2015 ), or by the limitations of the diffu-
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ion imaging acquisitions. Effective connectivity captures the biophys-

cal transfer of activity between brain areas along structural pathways,

t fundamentally differs from functional connectivity which only man-

fests the measurable consequences of such interactions, described as

orrelations. Moreover, the nature of the DWI signal can estimate fiber

ensity, but might be inaccurate to capture the true synaptic interac-

ion strength between areas, especially considering short-term plasticity,

hich may alter the interaction strength especially during a task setting

 Hahn et al., 2019 ). Despite those discrepancies, relationships between

unctional and structural connectivity exists. A further example of this

s the impact of corpus callosus agenesis, which for example can reduce

he underlying structural connections related to the DMN to the cingu-

um, affecting the functional connectivity ( Hearne et al., 2019 ). Given

hese observations the proposed method is more focused on the effective

onnectivity capturing biophysical transfer of activity between brain ar-

as, and this limitation cannot unravel all possible aspects of functional

onnectivity, which are yet to be understood. 

Summarizing, despite the limited temporal resolution of BOLD sig-

als, models such as those defined by the Granger causality can make

xplicit the definition of causality by the use of MAR models that are

asy to validate ( Goebel et al., 2003 ). The effective connectivity inferred

y the proposed constrained MAR model highlights a different brain ar-

hitecture underpinned by both structural and functional connectivity,

hich is in-line with current neuroscience principles ( Passingham et al.,

002 ). This represents a valid alternative to other approaches which are

omputationally limited. 

The DMN experiment served as a proof of concept of the validity of

he method, conveying results in line with known connections from lit-

rature ( Demertzi et al., 2019 ; Greicius et al., 2003 ). Other experiments

ighlighted also the benefit of this approach. Namely, the effective in-

uence can be identified among specific brain regions with which they

nteract, given by effective connectivity rather than just by the func-

ional co-activations or structural connections ( Sridharan et al., 2008 ).

his method can lead to new insights into understanding brain effective

onnections in healthy subjects and in subjects with a neurological dis-

ase. Moreover the proposed constrained model is not limited to fMRI

nd diffusion volumes, but it can also be applied to different domains

here structural and time varying data is generated such as two-photon

𝑎 2+ imaging ( Sheikhattar et al., 2018 ), electroencephalography, and

etabolic positron emission tomography ( Hampel et al., 2011 ). 

ata and code availability 

All used data are publicly available online at 

http://fcon_1000.projects.nitrc.org/ . 

The relevant code is publicly available at 

https://github.com/alecrimi/effective _ connectivity _ toolbox . 

eclaration of Competing Interest 

The authors declare no conflict of interest. 

redit authorship contribution statement 

Alessandro Crimi: Visualization, Investigation, Formal analysis,

riting - original draft. Luca Dodero: Investigation. Fabio Sambataro:

ormal analysis. Vittorio Murino: Visualization. Diego Sona: Visual-

zation, Formal analysis, Writing - original draft. 

cknowledgments 

We are thankful to Prof. Daniele Marinazzo for the interesting in-

ights on how to compute Granger causality given our particular case. 
11 
upplementary material 

Supplementary material associated with this article can be found, in

he online version, at 10.1016/j.neuroimage.2021.118288. 

eferences 

dams, R.A. , Stephan, K.E. , Brown, H.R. , Frith, C.D. , Friston, K.J. , 2013. The computa-

tional anatomy of psychosis. Front. Psychiatry 4, 47 . 

kaike, H. , 1974. A new look at the statistical model identification. IEEE Trans. Autom.

Control 19, 716–723 . 

assett, D.S. , Wymbs, N.F. , Porter, M.A. , Mucha, P.J. , Carlson, J.M. , Grafton, S.T. , 2011.

Dynamic reconfiguration of human brain networks during learning. Proc. Natl. Acad.

Sci. 108 (18), 7641–7646 . 

ecker, C.O. , Pequito, S. , Pappas, G.J. , Miller, M.B. , Grafton, S.T. , Bassett, D.S. , Preci-

ado, V.M. , 2018. Spectral mapping of brain functional connectivity from diffusion

imaging. Sci. Rep. 8 (1), 1411 . 

ielczyk, N.Z. , Uithol, S. , van Mourik, T. , Anderson, P. , Glennon, J.C. , Buitelaar, J.K. ,

2018. Disentangling casual webs in the brain using functional magnetic resonance

imaging: a review of current approaches. Network Neurosci. 1–37 . 

hen, H. , Liu, T. , Zhao, Y. , Zhang, T. , Li, Y. , Li, M. , Zhang, H. , Kuang, H. , Guo, L. ,

Tsien, J.Z. , et al. , 2015. Optimization of large-scale mouse brain connectome via joint

evaluation of DTI and neuron tracing data. Neuroimage 115, 202–213 . 

hicharro, D. , Panzeri, S. , 2014. Algorithms of causal inference for the analysis of effective

connectivity among brain regions. Front. Neuroinform. 8, 64 . 

rimi, A. , Dodero, L. , Murino, V. , Sona, D. , 2016. Effective brain connectivity through

a constrained autoregressive model. In: Proceedings of the International Confer-

ence on Medical Image Computing and Computer-Assisted Intervention. Springer,

pp. 140–147 . 

rimi, A. , Dodero, L. , Murino, V. , Sona, D. , 2017. Case-control discrimination through ef-

fective brain connectivity. In: Proceedings of the IEEE 14th International Symposium

on Biomedical Imaging (ISBI). IEEE . 

aunizeau, J. , Adam, V. , Rigoux, L. , 2014. VBA: a probabilistic treatment of nonlin-

ear models for neurobiological and behavioural data. PLoS Comput. Biol. 10 (1),

e1003441 . 

eligianni, F. , Varoquaux, G. , Thirion, B. , Sharp, D. , Ledig, C. , Leech, R. , Rueckert, D. ,

2013. A framework for inter-subject prediction of functional connectivity from struc-

tural networks. IEEE Trans. Med. Imaging 32, 2200–2214 . 

emertzi, A. , Tagliazucchi, E. , Dehaene, S. , Deco, G. , Barttfeld, P. , Raimondo, F. , Mar-

tial, C. , Fernandez-Espejo, D. , Rohaut, B. , Voss, H. , 2019. et al.,. Human consciousness

is supported by dynamic complex patterns of brain signal coordination.Sci. Adv 5 (2),

eaat7603 . 

eshpande, G. , Hu, X. , Stilla, R. , Sathian, K. , 2008. Effective connectivity during haptic

perception: a study using Granger causality analysis of functional magnetic resonance

imaging data. Neuroimage 40 (4), 1807–1814 . 

hamala, M. , Rangarajan, G. , Ding, M. , 2008. Analyzing information flow in brain net-

works with nonparametric Granger causality. Neuroimage 41 (2), 354–362 . 

i Martino, A. , O’connor, D. , Chen, B. , Alaerts, K. , Anderson, J.S. , Assaf, M. , Balsters, J.H. ,

Baxter, L. , Beggiato, A. , Bernaerts, S. , et al. , 2017. Enhancing studies of the connec-

tome in autism using the autism brain imaging data exchange II. Sci. Data 4, 170010 .

rysdale, P. , Huber, J. , Robinson, P. , Aquino, K. , 2010. Spatio-temporal bold dynamics

from a poroelastic hemodynamic model. J. Theor. Biol. 265 (4), 524–534 . 

tkin, A. , 2018. Addressing the causality gap in human psychiatric neuroscience. JAMA

Psychiatry 75 (1), 3–4 . 

ishman, I. , Datko, M. , Cabrera, Y. , Carper, R. , Müller, R. , 2015. Reduced integration and

differentiation of the imitation network in autism: a combined functional connectivity

magnetic resonance imaging and diffusion-weighted imaging study. Ann. Neurol. 78

(6), 958–969 . 

ortunato, S. , 2010. Community detection in graphs. Phys. Rep. 486 (3), 75–174 . 

riston, K. , Moran, R. , Seth, A.K. , 2013. Analysing connectivity with Granger causality

and dynamic causal modelling. Curr. Opin. Neurobiol. 23 (2), 172–178 . 

riston, K.J. , 2011. Functional and effective connectivity: a review. Brain Connect. 1 (1),

13–36 . 

ukushima, M. , Betzel, R.F. , He, Y. , van den Heuvel, M. , Zuo, X.-N. , Sporns, O. , 2018.

Structure–function relationships during segregated and integrated network states of

human brain functional connectivity. Brain Struct. Funct. 223, 1091–1106 . 

aryfallidis, E. , Brett, M. , Amirbekian, B. , Rokem, A. , Van Der Walt, S. , Descoteaux, M. ,

Nimmo-Smith, I. , Contributors, D. , 2014. Dipy, a library for the analysis of diffusion

MRI data. Front. Neuroinform. 8 . 

eweke, J. , 1984. Measures of conditional linear dependence and feedback between time

series.. J. Am. Stat. Assoc. 79, 907–915 . 

oebel, R. , Roebroeck, A. , Kim, D.-S. , Formisano, E. , 2003. Investigating directed corti-

cal interactions in time-resolved fMRI data using vector autoregressive modeling and

Granger causality mapping. Magn. Reson. Imaging 21 (10), 1251–1261 . 

oldenberg, D. , Galván, A. , 2015. The use of functional and effective connectivity tech-

niques to understand the developing brain. Dev. Cognit. Neurosci. 12, 155–164 . 

ordon, E.M. , Laumann, T.O. , Adeyemo, B. , Huckins, J.F. , Kelley, W.M. , Petersen, S.E. ,

2014. Generation and evaluation of a cortical area parcellation from resting-state

correlations. Cerebral Cortex bhu239 . 

ranger, C.W. , 1969. Investigating causal relations by econometric models and cross-spec-

tral methods. Econom. J. Econom. Soc. 424–438 . 

reicius, M.D. , Krasnow, B. , Reiss, A.L. , Menon, V. , 2003. Functional connectivity in the

resting brain: a network analysis of the default mode hypothesis. Proc. Natl. Acad.

Sci. 100 (1), 253–258 . 

http://fcon_1000.projects.nitrc.org/
https://github.com/alecrimi/effective_connectivity_toolbox
https://doi.org/10.1016/j.neuroimage.2021.118288
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0001
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0002
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0002
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0003
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0004
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0005
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0006
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0007
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0007
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0007
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0008
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0008
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0008
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0008
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0008
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0009
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0009
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0009
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0009
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0009
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0010
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0010
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0010
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0010
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0011
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0012
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0013
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0013
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0013
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0013
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0013
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0014
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0014
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0014
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0014
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0015
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0016
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0016
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0016
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0016
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0016
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0017
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0017
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0018
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0019
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0019
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0020
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0020
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0020
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0020
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0021
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0021
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0022
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0023
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0024
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0024
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0025
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0025
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0025
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0025
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0025
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0026
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0026
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0026
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0027
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0028
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0028
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0029
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0029
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0029
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0029
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0029


A. Crimi, L. Dodero, F. Sambataro et al. NeuroImage 239 (2021) 118288 

H  

H  

 

 

H  

 

H  

 

H  

 

 

H  

J  

 

L  

L  

 

 

L  

 

L  

 

M  

M  

 

M  

 

M  

M  

 

M  

N  

 

N  

N  

O  

 

P  

P  

 

P  

 

P  

R  

R  

 

R  

R  

 

R  

 

R  

R  

 

S  

S  

 

S  

 

S  

 

S  

 

S  

 

T  

V  

V  

 

 

W  

W  

 

Y  

 

Y  

 

Z  

Z  

 

agmann, P. , Cammoun, L. , Gigandet, X. , Meuli, R. , Honey, C.J. , Wedeen, V.J. , Sporns, O. ,

2008. Mapping the structural core of human cerebral cortex. PLoS Biol. 6 (7), e159 . 

ahn, G. , Skeide, M.A. , Mantini, D. , Ganzetti, M. , Destexhe, A. , Friederici, A.D. , Deco, G. ,

2019. A new computational approach to estimate whole-brain effective connectivity

from functional and structural MRI, applied to language development. Sci. Rep. 9 (1),

1–13 . 

ampel, H. , Wilcock, G. , Andrieu, S. , Aisen, P. , Blennow, K. , Broich, K. , Carrillo, M. ,

Fox, N.C. , Frisoni, G.B. , Isaac, M. , et al. , 2011. Biomarkers for Alzheimer’s disease

therapeutic trials. Prog. Neurobiol. 95 (4), 579–593 . 

earne, L.J. , Dean, R.J. , Robinson, G.A. , Richards, L.J. , Mattingley, J.B. , Cocchi, L. , 2019.

Increased cognitive complexity reveals abnormal brain network activity in individuals

with corpus callosum dysgenesis. NeuroImage Clin. 21, 101595 . 

ermundstad, A.M. , Bassett, D.S. , Brown, K.S. , Aminoff, E.M. , Clewett, D. , Freeman, S. ,

Frithsen, A. , Johnson, A. , Tipper, C.M. , Miller, M.B. , et al. , 2013. Structural founda-

tions of resting-state and task-based functional connectivity in the human brain. Proc.

Natl. Acad. Sci. 201219562 . 

inne, M. , Ambrogioni, L. , Janssen, R.J. , Heskes, T. , van Gerven, M.A. , 2014. Structural-

ly-informed Bayesian functional connectivity analysis. Neuroimage 86, 294–305 . 

irsa, V. , Sporns, O. , Breakspear, M. , Deco, G. , McIntosh, A.R. , 2010. Towards the virtual

brain: network modeling of the intact and the damaged brain. Arch. Ital. Biol. 148

(3), 189–205 . 

ee, D. , Redfern, O. , Orengo, C. , 2007. Predicting protein function from sequence and

structure. Nat. Rev. Mol. Cell Biol. 8 (12), 995–1005 . 

i, H. , Xue, Z. , Ellmore, T.M. , Frye, R.E. , Wong, S.T. , 2014. Network-based analysis re-

veals stronger local diffusion-based connectivity and different correlations with oral

language skills in brains of children with high functioning autism spectrum disorders.

Hum. Brain Mapp. 35 (2), 396–413 . 

iao, W. , Ding, J. , Marinazzo, D. , et al. , 2011. Small-world directed networks in the human

brain: multivariate Granger causality analysis of resting-state fMRI. Neuroimage 54,

2683–2694 . 

uppi, A.I. , Carhart-Harris, R.L. , Roseman, L. , Pappas, I. , Menon, D.K. , Stamatakis, E.A. ,

2021. LSD alters dynamic integration and segregation in the human brain. Neuroim-

age 227, 117653 . 

alliaros, F.D. , Vazirgiannis, M. , 2013. Clustering and community detection in directed

networks: a survey. Phys. Rep. 533 (4), 95–142 . 

astrovito, D. , Hanson, C. , Hanson, S.J. , 2018. Differences in atypical resting-state ef-

fective connectivity distinguish autism from Schizophrenia. NeuroImage Clin. 18,

367–376 . 

edaglia, J.D. , Huang, W. , Karuza, E.A. , Kelkar, A. , Thompson-Schill, S.L. , Ribeiro, A. ,

Bassett, D.S. , 2018. Functional alignment with anatomical networks is associated with

cognitive flexibility. Nat. Hum. Behav. 2 (2), 156–164 . 

eunier, D. , Lambiotte, R. , Bullmore, E.T. , 2010. Modular and hierarchically modular

organization of brain networks. Front. Neurosci. 4, 200 . 

i š i ć, B. , Betzel, R.F. , Nematzadeh, A. , Goni, J. , Griffa, A. , Hagmann, P. , Flammini, A. ,

Ahn, Y.-Y. , Sporns, O. , 2015. Cooperative and competitive spreading dynamics on the

human connectome. Neuron 86 (6), 1518–1529 . 

urphy, K. , Fox, M.D. , 2017. Towards a consensus regarding global signal regression for

resting state functional connectivity MRI. Neuroimage 154, 169–173 . 

g, B. , Varoquaux, G. , Poline, J.-B. , Thirion, B. , 2012. A novel sparse graphical approach

for multimodal brain connectivity inference. In: Medical Image Computing and Com-

puter-Assisted Intervention–MICCAI 2012. Springer, pp. 707–714 . 

oonan, S.K. , Haist, F. , Müller, R.-A. , 2009. Aberrant functional connectivity in autism:

evidence from low-frequency BOLD signal fluctuations. Brain Res. 1262, 48–63 . 

ooner, K. , et al. , 2012. The NKI-Rockland sample: a model for accelerating the pace of

discovery science in psychiatry. Front. Neurosci. 6, 152 . 

h, S.W. , Harris, J.A. , Ng, L. , Winslow, B. , Cain, N. , Mihalas, S. , Wang, Q. , Lau, C. , Kuan, L. ,

Henry, A.M. , et al. , 2014. A mesoscale connectome of the mouse brain. Nature 508

(7495), 207–214 . 

assingham, R.E. , Stephan, K.E. , Kötter, R. , 2002. The anatomical basis of functional lo-

calization in the cortex. Nat. Rev. Neurosci. 3 (8), 606–616 . 

ower, J. , Cohen, A. , Nelson, S. , Wig, G. , Barnes, K. , Church, J. , Vogel, A. , Laumann, T. ,

Miezin, F. , Schlaggar, B. , et al. , 2011. Functional network organization of the human

brain. Neuron 72 (4), 665–678 . 
12 
ower, J.D. , Barnes, K.A. , Snyder, A.Z. , Schlaggar, B.L. , Petersen, S.E. , 2012. Spurious but

systematic correlations in functional connectivity MRI networks arise from subject

motion. Neuroimage 59 (3), 2142–2154 . 

reti, M.G. , Van De Ville, D. , 2019. Decoupling of brain function from structure reveals

regional behavioral specialization in humans. Nat. Commun. 10 (1), 1–7 . 

ajapakse, J.C. , Zhou, J. , 2007. Learning effective brain connectivity with dynamic

Bayesian networks. Neuroimage 37 (3), 749–760 . 

angaprakash, D. , Wu, G.-R. , Marinazzo, D. , Hu, X. , Deshpande, G. , 2018. Hemodynamic

response function (HRF) variability confounds resting-state fMRI functional connec-

tivity. Magn. Reson. Med. 80 (4), 1697–1713 . 

azi, A. , Kahan, J. , Rees, G. , Friston, K.J. , 2015. Construct validation of a DCM for resting

state fMRI. Neuroimage 106, 1–14 . 

azi, A. , Seghier, M.L. , Zhou, Y. , McColgan, P. , Zeidman, P. , Park, H.-J. , Sporns, O. ,

Rees, G. , Friston, K.J. , 2017. Large-scale DCMs for resting-state fMRI. Netw. Neurosci.

1 (3), 222–241 . 

eid, A.T. , Headley, D.B. , Mill, R.D. , Sanchez-Romero, R. , Uddin, L.Q. , Marinazzo, D. ,

Lurie, D.J. , Valdés-Sosa, P.A. , Hanson, S.J. , Biswal, B.B. , et al. , 2019. Advancing func-

tional connectivity research from association to causation. Nat. Neurosci. . 

obinson, P. , 2012. Interrelating anatomical, effective, and functional brain connectivity

using propagators and neural field theory. Phys. Rev. E 85 (1), 011912 . 

udie, J. , Brown, J. , Beck-Pancer, D. , Hernandez, L. , Dennis, E. , Thompson, P. ,

Bookheimer, S. , Dapretto, M. , 2013. Altered functional and structural brain network

organization in autism. NeuroImage Clin. 2, 79–94 . 

aad, Z.S. , et al. , 2013. Correcting brain-wide correlation differences in resting-state fMRI.

Brain Connect. 3 (4), 339–352 . 

heikhattar, A. , Miran, S. , Liu, J. , Fritz, J.B. , Shamma, S.A. , Kanold, P.O. , Babadi, B. , 2018.

Extracting neuronal functional network dynamics via adaptive Granger causality anal-

ysis. Proc. Natl. Acad. Sci. 201718154 . 

hirer, W. , Ryali, S. , Rykhlevskaia, E. , Menon, V. , Greicius, M. , 2012. Decoding subjec-

t-driven cognitive states with whole-brain connectivity patterns. Cerebral Cortex 22

(1), 158–165 . 

mith, S.M. , Miller, K.L. , Salimi-Khorshidi, G. , Webster, M. , Beckmann, C.F. , Nichols, T.E. ,

Ramsey, J.D. , Woolrich, M.W. , 2011. Network modelling methods for fMRI. Neuroim-

age 54 (2), 875–891 . 

ridharan, D. , Levitin, D.J. , Menon, V. , 2008. A critical role for the right fronto-insular

cortex in switching between central-executive and default-mode networks. Proc. Natl.

Acad. Sci. 105 (34), 12569–12574 . 

tokes, P.A. , Purdon, P.L. , 2017. A study of problems encountered in Granger causal-

ity analysis from a neuroscience perspective. Proc. Natl. Acad. Sci. 114 (34),

E7063–E7072 . 

yszka, J.M. , Kennedy, D.P. , Adolphs, R. , Paul, L.K. , 2011. Intact bilateral resting-state

networks in the absence of the corpus callosum. J. Neurosci. 31 (42), 15154–15162 . 

aldes-Sosa, P.A. , Roebroeck, A. , Daunizeau, J. , Friston, K. , 2011. Effective connectivity:

influence, causality and biophysical modeling. Neuroimage 58 (2), 339–361 . 

aldés-Sosa, P.A. , Sánchez-Bornot, J.M. , Lage-Castellanos, A. , Vega-Hernández, M. ,

Bosch-Bayard, J. , Melie-García, L. , Canales-Rodríguez, E. , 2005. Estimating brain

functional connectivity with sparse multivariate autoregression. Philos. Trans. R. Soc.

B Biol. Sci. 360 (1457), 969–981 . 

atson, J.D. , Laskowski, R.A. , Thornton, J.M. , 2005. Predicting protein function from

sequence and structural data. Curr. Opin. Struct. Biol. 15 (3), 275–284 . 

u, G.-R. , Liao, W. , Stramaglia, S. , Ding, J.-R. , Chen, H. , Marinazzo, D. , 2013. A blind

deconvolution approach to recover effective connectivity brain networks from resting

state fMRI data. Med. Image Anal. 17 (3), 365–374 . 

ahata, N. , Morimoto, J. , Hashimoto, R. , Lisi, G. , Shibata, K. , Kawakubo, Y. , et al. , 2016. A

small number of abnormal brain connections predicts adult autism spectrum disorder.

Nat. Commun. 7 . 

eo, B.T. , Krienen, F.M. , Chee, M.W. , Buckner, R.L. , 2014. Estimates of segregation and

overlap of functional connectivity networks in the human cerebral cortex. Neuroimage

88, 212–227 . 

alesky, A. , Fornito, A. , Bullmore, E. , 2012. On the use of correlation as a measure of

network connectivity. Neuroimage 60 (4), 2096–2106 . 

hang, F. , Savadjiev, P. , Cai, W. , Song, Y. , Rathi, Y. , Tunç, B. , Parker, D. , Kapur, T. ,

Schultz, R.T. , Makris, N. , et al. , 2018. Whole brain white matter connectivity analysis

using machine learning: an application to autism. Neuroimage 172, 826–837 . 

http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0030
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0031
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0032
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0033
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0034
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0035
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0036
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0037
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0037
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0037
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0037
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0038
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0039
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0039
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0039
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0039
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0039
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0040
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0041
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0041
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0041
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0042
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0042
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0042
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0042
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0043
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0044
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0044
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0044
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0044
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0045
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0046
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0046
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0046
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0047
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0047
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0047
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0047
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0047
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0048
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0048
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0048
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0048
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0049
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0049
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0049
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0050
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0051
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0051
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0051
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0051
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0052
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0053
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0054
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0054
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0054
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0055
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0055
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0055
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0056
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0057
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0057
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0057
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0057
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0057
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0058
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0059
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0060
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0060
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0061
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0062
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0062
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0062
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0063
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0064
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0065
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0066
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0066
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0066
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0066
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0067
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0067
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0067
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0068
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0068
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0068
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0068
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0068
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0069
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0069
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0069
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0069
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0069
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0070
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0071
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0071
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0071
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0071
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0072
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0073
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0074
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0074
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0074
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0074
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0074
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0075
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0075
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0075
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0075
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076
http://refhub.elsevier.com/S1053-8119(21)00564-4/sbref0076

	Structurally constrained effective brain connectivity
	1 Introduction
	2 Overview
	2.1 Default mode network
	2.2 Autism spectrum disorder
	2.3 Community detection

	3 Methods and data
	3.1 Nathan Kline Institute-Rockland dataset
	3.2 Autism brain imaging data exchange II dataset
	3.3 Pre-processing and connectome construction
	3.4 Structurally constrained autoregressive model
	3.5 Simulations and default mode network analysis
	3.6 Classification of autism spectrum disorder and typically developing subjects
	3.7 Effective brain community detection

	4 Results
	4.1 Structurally constrained autoregressive model
	4.2 Simulations and default mode network analysis
	4.3 Classification with effective connectivity in autism
	4.4 Effective brain community detection

	5 Discussion
	Data and code availability
	Declaration of Competing Interest
	Credit authorship contribution statement
	Acknowledgments
	Supplementary material
	References


