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1 Abstract 
2 

3 Nonlinear electronic spectroscopies represent one of the most powerful techniques to study 
4 complex multichromophoric architectures. For these systems, in fact, linear spectra are too 
5 congested to be used to disentangle the many coupled vibro-electronic processes which are 
6 activated. By using a 2D approach, instead, a clear picture can be achieved but only when 
7 

8 the recorded spectra are combined with a proper interpretative model. So far, this has been 

9 almost always achieved through parameterized exciton Hamiltonians that necessarily introduce 

10 biases and/or arbitrary assumptions. In this study, a first principles approach is presented, 

11 that combines accurate quantum chemical descriptions with state-of-the-art models for the 

12 environment through the use of atomistic and polarizable embeddings. Slow and fast bath 

13 dynamics, along with exciton transport between the pigments, are included. This approach is 

14 applied to the 2DES spectroscopy of the Light-Harvesting 2 (LH2) complex of purple bacteria. 

16 Simulations are extended over the entire visible-near infrared spectral region to cover both 

17 carotenoid and bacteriochlorophyll signals.  Our results provide an accurate description of 

18 excitonic properties and relaxation pathways, and give an unprecedented insight into the 

19 interpretation of the spectral signatures of the measured 2D signals. 
20 
21 1 Introduction 
23 

24 Advances in electronic spectroscopy with fem- 

25 tosecond  time  resolution,  such  as  the  Two 

26 Dimensional Electronic Spectroscopy (2DES), 

27 have provided  new  insight  into  the  energy 
28 

29 transfer processes in the light-harvesting (LH) 

30 pigment-protein complexes present in photo- 

31 synthetic organisms.1–4 The high complexity of 

32 these systems, where multiple interacting pig- 

33 ments are embedded in a protein matrix, leads 

35 to extremely intricate energy landscapes due to 
36 the interplay of excitonic, vibronic and, even- 
37 tually, charge-transfer states. By spreading sig- 

38 nals along two frequency axes and following the 

40 dynamics of excitation with very high time res- 

41 olution, the 2DES technique allows one to dis- 

42 entangle the overlapping transient spectra. As 

43 a result, a high density of information is ob- 

45 tained, but to objectively disentangle all these 

46 features and reach a detailed and reliable map 

47 of the energy transfer network is still a chal- 

48 lenge. A  possible  strategy  to  solve  the  lat- 
49 

50 ter issue is to integrate the measurements with 

51 theoretical models: this has been successfully 

52 done by combining calculations, data extracted 

53 from experiments, and tunable parameters.5–8 
54 

55 Attempts of more sophisticated quantum chem- 

56 ical approaches to the simulation of 2DES were 

57 conducted on the Fenna-Matthews-Olson com- 

58 plex,9 however these rely on semiempirical cal- 

59 culations of key quantities. 

Here we present an accurate quantum- 
chemistry based multiscale approach to sim- 
ulate 2DES spectra of multichromophoric sys- 
tems in complex environments for a direct com- 
parison with experiments. By combining two 
different levels of quantum chemistry (Density 
Functional Theory and multireference pertur- 
bative RASSCF/RASPT2) with two classical 
embedding schemes (electrostatic and polariz- 
able) to account for the environment, we cal- 
culate all quantities needed to build up the 
exciton-phonon model with a unified theoreti- 
cal framework able to incorporate slow and fast 
bath dynamics, along with exciton transport 
between the pigments. Because of its ab initio 
character, our approach represents an unam- 
biguous strategy to achieve a clear interpreta- 
tion of the spectra even when many different 
pigments are involved and a large range of wave- 
lengths has to be explored. By switching on and 
off selected interactions among pigments, a de- 
tailed molecular-level analysis of the intricate 
network of couplings between the multiple elec- 
tronic processes and the intra/inter-molecular 
nuclear degrees of freedom can be achieved. 

We demonstrate the potential of our approach 
by simulating the 2DES spectroscopy at low 
(77K) and room temperature of one of the most 
challenging system, namely the main LH com- 
plex of purple bacteria, the Light-Harvesting 2 
(LH2) of Rps. Acidophila. Since the determi- 
nation of its high-resolution structural model 
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1 
tulated carotenoid dark state of the same sym- 

2 
metry of S2,28 which lies in between S2 and Qx 

3 
states. The comparison between simulated and 

4 
measured spectra reveals which signals are due 

5 
to vibronic progression of BChl’s Q , which can 

6 

7 be labeled as pure vibrational progressions of 

8 the bright Car S2 state, and which should in- 

9 deed be recognized as Car signatures coming 

10 from states other than S2. 
11 
12 

13 2 Structure  and  Methods 
15 

16 We used the crystal structure of LH2 (PDB 
17 code:  1NKZ)  resolved  at  2.0  ̊A29.  To  ensure  a 

18 C9 symmetry, we considered a single monomer, 

20 which was replicated over the symmetry axis. 

21 All details regarding the structure preparation 

22 are reported in Section S1 of the Supporting 

23 Information. 

25 The multichromophoric system is described in 

26 terms of an exciton Hamiltonian 

isotropic atomic polarizabilities33. The RAS 
calculations were performed within the electro- 
static embedding of fixed point charges. Hi- 
gashi et al. showed CAM-B3LYP to be inaccu- 
rate for the description of solvatochromic shifts 
when coupled with an electrostatic embedding, 
and proposed to tune the range-separation pa- 
rameter.34,35 However, the exciton structure 
obtained in Ref. 19 with CAM-B3LYP/MMPol 
well reproduced the exciton splitting of the 
B850 ring, therefore CAM-B3LYP is appropri- 
ate for describing excitation with a polarizable 
embedding. Further details on the quantum 
chemical calculations are reported in Section 
S2 of the Supporting Information. 

The   electronic    couplings    in    the    TD- 
DFT/MMPol scheme were computed as the 
Coulomb interaction between the transition 
densities of the interacting moieties.36 Note 
that the polarizable environment adds an ex- 
plicit  screening  term  to  the  Coulomb  cou- 
pling.33  In  the  RASSCF/RASPT2/MM  ap- 

27 

28 Ĥ 
29 

30 

Σ 
= ǫi |i⟩ ⟨i| + 

i 

Σ 
Vij |i⟩ ⟨j| (1) 

ij 

proach, the Coulomb couplings were com- 
puted with the transition density cube (TDC) 
method37, where no explicit screening  is in- 

31 where  ǫi  is  the  excited-state  energy  of  the  i-th cluded. It  has  been  shown,  both  theoreti- 
32 

33 chromophore, and Vij is the electronic coupling cally19 and experimentally,38 that the nearest- 

34 between chromophores i and j. We considered 

35 separate Hamiltonians for (i) the near-infrared 

36 region of the spectrum, which includes the Q 
37 

38 transitions of BChls, and (ii) the visible region, 

39 which contains contributions from the bright 

40 (S2) states of Cars and the Qx states of BChls. 

41 The  elements  of  the  exciton  Hamiltonian 

42 were computed using a hybrid QM/MM 

44 model to account for the effect of the pro- 

45 tein  environment. In   particular, we  em- 
46 ployed two levels of QM theory,  i.e. Time- 

47 Dependent Density Functional Theory (TD- 

49 DFT) with the CAM-B3LYP functional,30 and 

50 the RASSCF/RASPT2 methodology31,32, with 

51 different Active Spaces (AS) and State Average 

52 (SA) settings in the two different regions of the 

54 spectrum  (See  Section  S5  of  the  Supporting 

55 Information). The TD-DFT based calculations 

56 were performed within both an electrostatic 

57 (MM) and a polarizable embedding (MMPol). 

59 In the  latter  model,  the  environment  is  de- 

60 scribed as a set of atomic point charges and 

neighbour   Qy   couplings   in   the   B850   ring 
are reduced with increasing temperature; for 
this reason, in order to reproduce the room- 
temperature properties, we used the exciton 
Hamiltonian calculated by some of the present 
authors along a classical molecular dynamics 
(MD) trajectory.19 

The full set of excitonic parameters (site ener- 
gies and couplings) used is reported in sections 
S7 and S8 of the Supporting Information. 

In order to describe exciton-phonon cou- 
plings, the spectral densities (SD) of the dif- 
ferent transitions were modeled as a sum of one 
overdamped Brownian oscillator39 and M dis- 
crete contributions. The discrete part of the 
SD, which accounts for the intra-molecular vi- 
brations of the various molecules, was deter- 
mined from a normal mode analysis40 of the 
pigments in the crystal structure, and typical 
values6 were adapted for the continuous part. 
Different spectral densities were explicitly used 
for the Qy transitions of B850 α, B850 β and 
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1 
B800 molecules, but we used an average spec- 

2 
tral density for all Qx transitions.  All details 

3 
and parameters are reported in Section S4 of 

4 
the Supporting Information. 

5 
To describe spectra and dynamics within the 

6 

7 Qy region, we employed the disordered exci- 

8 ton  model  with  both  standard  Redfield  (sR) 

9 and modified Redfield (mR) theories.22,25 This 

10 choice is natural if one considers the strongly 
11 

12 coupled B850  pigments;  moreover,  mR  the- 

13 ory has shown to compare well against non- 

14 perturbative hierarchical equations for the sim- 

15 ulation of the linear spectra of the B800 ring.15 

16 Spectra and dynamics within the Car-Q  region 

18 were  described  by  Förster  theory.   This  is  jus- 

19 tified by the large reorganization energy of the 

20 Cars and by the considerable energy gap be- 

21 tween Cars and Qx states.   Static disorder in 

23 the transition energies of the various pigments 

24 was taken into account by averaging the optical 

25 properties on a Gaussian distribution of site en- 

26 ergies. Further details about the choice of the 

28 exciton dynamics theory are reported in Section 

29 S3 of the Supporting Information. 

30 2DES  Pump-Probe  spectra  were  simulated 

31 within the supermolecule or Sum Over States 
32 

(SOS) approach,41,42 using site energies, cou- 
34 plings  and  transition  dipole  moments  either 
35 from  TD-DFT  or  RAS  based  computations, 
36 and accounting  for  different  experimental set- 
37 

38 ups in  the  different  spectral  regions  investi- 

39 gated. We adopted a spectral line shape model 

40 that incorporates slow and fast bath dynam- 

41 ics, together with exciton transport between 

42 the chromophores.41,43 The 2D signals, which 

44 depend parametrically on the three controlled 

45 excitation-pulse time delays t1, t2 and t3, are 

46 displayed in the frequency domain by perform- 

47 ing  a  2D  Fourier  transform  along  t1  and  t3, 

49 while keeping the waiting time (or population 

50 time) t2 fixed.   Unless otherwise specified, the 

51 2DES maps are calculated at t2 = 0 fs.  We 

52 considered only those double excitations that 

54 are associated with combinations of electronic 

55 states in the single-exciton manifold, all higher 

56 lying states were not included in the simulation. 

57 We further refined the spectra by including the 
58 

59 pulse envelopes and polarizations (See Section 

60 S3 of the Supporting Information). 

All TD-DFT and RAS calculations as well as 
all spectra simulations have been performed us- 
ing an in-house modified version of Gaussian 
G0944, MOLCAS 8.145 and Spectron 2.741, re- 
spectively. 

 
3 Results and Discussion 

For clarity the presentation of the results is di- 
vided into two sections, one referring to the Qy 
region, for which standard and modified Red- 
field theories were used, and the other focused 
on the the Car-Qx region, for which the Förster 
theory was employed. 

 
3.1 The Qy region 

The exciton Hamiltonians for the Qy region 
calculated with alternative strategies (namely 
RASSCF/RASPT2/MM,     TD-DFT/MM,     and 
TD-DFT/MMPol) are detailed in Table S4 of 
the Supporting Information. The absolute val- 
ues of the site energies obtained on the crys- 
tal structure with the two different QM lev- 
els (RASSCF/RASPT2 and TD-DFT) are gen- 

erally quite similar (within 600 cm−1) when 
the same electrostatic embedding model is used 
(MM). The introduction of a more refined po- 
larizable embedding (MMPol) leads to a signifi- 
cant red-shift, due to the inductive effects of the 
protein residues surrounding the pigments.46 
Some differences between the QM levels are in- 
stead found in the relative ordering of the site 
energies for the different BChls: in particular, 
TD-DFT models give B800 as the most blue- 
shifted, while in the RASSCF/RASPT2 calcu- 
lations B800 is found between B850 α and β. 
This different behavior, which is not due to the 
embedding model, as both TD-DFT/MM and 
TD-DFT/MMPol give the same trend, is re- 
lated to the different electronic description by 
the two QM levels at slightly different internal 
geometries of the BChls. 

The specific embedding model has a signifi- 
cant effect on the couplings: for example, the 
inverted behavior and the different magnitude 
of the V 1 and  the  V 2  coupling  values  (Ta- 
ble S4) in the two different levels of QM the- 
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1 
distributions, at 77K and room temperature. 

2 
For each realization of the disorder, the exciton 

3 
states were assigned to the B800(B850) ring on 

4 
the basis of the participation of the B800(B850) 

5 
pigments to the exciton state. The average re- 

6 

7 laxation times over 10 000 system realizations 

8 of all the rates in each of the three channels 
9 (B800 → B800, B800 → B850, and B850 → 
10 B850) as well as those obtained averaging just 
11 

12 the maximal rate of each channel, are shown in 

13 Table 1. 

14 Calculated B800 → B850 transfer times are 

15 around 0.6–1 ps, in line with several experimen- 

16 tal findings.11,21,50–52  The calculated rates de- 

18 pend on temperature, with the mR 300K rates 

19 being 66% faster than the 77K rates.  This is 

20 in agreement with the temperature dependence 

21 of the B800 → B850 energy transfer in Rps. 

23 Acidophila   determined by pump-probe spec- 

site energies approach degeneracy.24,25 Our re- 
sults point to a small influence of multi-phonon 
relaxation, for the average relaxation pathways, 
within our combination of exciton Hamiltonian 
and energetic fluctuations. 

 

Table 1: Average transfer times (in fs) of the 
LH2 ring. Numbers in parentheses refer to the 
average of maximum rates taken within every 
realization. Different columns refer to different 
temperatures. The 300K rates were computed 
on the MD Hamiltonian.19 Only downhill rates 
have been considered in this analysis. 

 

77K 300K 
 

 

Modified Redfield 
 

 

B800 → B800 321 (81) 196 (60) 
B850 → B850 244 (36) 137 (25) 
B800 → B850 1045 (85) 630 (79) 

24 troscopy, where the 300K rate is ∼60% faster    

25 than the 77K rate.50 Similar measurements on 

26 the LH2 of Rb. Spheroides show the same be- 

28 haviour for the inter-ring transfer times.53 The 

29 good reproduction of the temperature depen- 

Redfield 
 

 

B800 → B800 317 (100) 168 (64) 
B850 → B850 244 (26) 142 (19) 
B800 → B850 1032 (79) 670 (65) 

30 dence of the rates shows the importance of a de-    

31 tailed calculation of the excitonic Hamiltonian 
32 

33 for the complex under different conditions. 

34 The  intra-B800  relaxation  rates  are  much 

35 harder to determine experimentally; anisotropy 

36 decay spectroscopy at different temperatures 
37 

38 on Rps.  Acidophila shows that the intra-B800 

39 transfer occurs on a 400–800 fs time scale at 

40 room temperature,50 also in agreement with 

41 three-pulse photon echo studies.54 Our intra- 

42 B800 300K transfer rates are faster, indicating 

44 the limits of modified Redfield theory in de- 

45 scribing the intra-B800 dynamics. Conversely, 

46 at 77K, the calculated rates are much closer to 

47 the experiment (240 fs),50 suggesting that the 

49 energy transfer mechanism is different at low 

50 and room temperature. 

51 The results also show a weak dependence of 

52 the transfer rates on the excitation transfer the- 

54 ory adopted. The main difference between sR 

55 and mR theories is that in mR multiple quanta 

56 of energy can be exchanged between excitons 

57 and phonons, even though sR exciton transfer 

58 rates can be larger than mR rates.24 Modified 

60 Redfield reduces to standard Redfield when the 

Further insight into the rate analysis can be 
obtained by investigating the energy depen- 
dence of the relaxation rates. In Figure 4 we re- 
port two-dimensional histogram plots of the ex- 
citon relaxation rate vs. exciton energy at 77K. 
Notably, the exciton relaxation rates strongly 
depend on the exciton energy. In the low- 

energy B850 region (< 12400 cm−1) the exciton 
relaxation rate rises with the energy; a region 
with slow relaxation rates can be found around 

12500 cm−1, due to the low-energy end of the 
B800 band. At the blue edge of the B850 band 
we notice excitons with a very fast relaxation 
rate (tens of femtoseconds). We also compared 
the relaxation rates of the full Qy sector of the 
LH2 system with a Hamiltonian where the B800 
ring is decoupled from the B850 ring. The com- 
parison with the artificially decoupled system 
shows that coupling to the B850 states short- 
ens the lifetime (enhances the relaxation rate) 
of the B800 states. Finally, as the B850 states 
in this energy region are optically dark, their 
lifetime can only be measured if these states 
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1 
of the absorption bands. Nonetheless, the slight 

2 
offset in the relative intensities of the Car vi- 

3 
bronic peak seems to point to a possible under- 

4 
estimation of the Huang-Rhys factors for the S2 

5 
state, which leads to a general overestimation of 

6 

7 the 0-0 transition intensity. 

8 Differently from the Qy region, available ex- 

9 perimental 2D maps in the Car-Qx region refer 

10 exactly to the same photosynthetic organism, 

11 namely the Rps. Acidophila.26 

13 In Figure 6,  we interpret the origin of ex- 
14 perimental signals by artificially disentangling 
15 the Car- and BChl-related regions. For such an 

16 analysis, we refer to the extrapolated map (cor- 

18 responding to t2 → 0) obtained by Ostroumov 

19 et al.26 through a global target analysis of the 

20 measured 2D data. 

21 From the target analysis, the three main di- 

23 agonal contributions were assigned to ground 

24 state bleaching (and stimulated emission) sig- 

25 nals from:  Car S2 state (full triangle of Figure 

26 6b), BChl Qx state (empty triangle), and an ad- 

28 ditional X state of Car (empty circle), located 

29 in between the S2 and Qx transitions. The posi- 

30 tive off-diagonal peaks were interpreted as addi- 

31 tional signatures in favor of the presence of this 
32 

33 elusive Car X state: the strong below-diagonal 

34 cross-peak (full diamond) was attributed to an 

35 ultrafast S2 → X energy transfer, whereas for 

36 the above-diagonal cross-peak (empty square) 
37 

38 the origin was associated to a ground state 

39 bleaching arising from mixed excitation of cou- 

40 pled Qx and Car X states. 

41 We compare these experimental data with 

42 our simulated maps consisting, respectively, of 

44 purely  Car  S2  state  signals  (Figure  6a),  and 

45 purely BChl Qx state contributions (Figure 6c). 

46 On the diagonal of the two simulated maps, we 

47 observe the bleaching signals of the Car S2 (full 

49 triangle in (a)) and BChl Qx (empty triangle in 

50 (c)) states. We also note that the broad Car S2 

51 signal has significant contributions along the di- 

52 agonal towards larger wavelengths, and that an 

54 additional diagonal peak around 550 nm (open 

55 circle in (c)) is present in the BChl Qx map. 

56 This peak has to be attributed to the direct ex- 

57 citation of the first vibrational state of the 1300- 

1400 cm−1 sequence of modes of the Q state, −1 

(see the spectral density reported in Figure S2 
of the SI), whose intensity is enhanced by the 
pulse shape envelopes. A quantification of the 
effect of this mode on the 2DES map is reported 
in Figure S14. Our calculations therefore re- 
veal a significant contribution on the diagonal, 
at the X position, deriving from both the broad 
S2 bleaching and the Qx vibronic state, which 
can in principle explain the observed positive 
peak. 

Moreover, we observe off-diagonal features 
which can be correlated to experimental signa- 
tures, but providing a different interpretation 
for their origin: the sequence of off-diagonal 
peaks which appear pumping the Car and prob- 
ing at larger wavelengths has to be assigned to 
the S2 stimulated emission (the full diamond 
and circle in (a)), and the positive elongations 
of the experimental Qx transition, at smaller 
excitation and detection wavelengths with re- 
spect to the bleaching, originate from the vi- 
bronic progression of the Qx (the empty square 
and diamond in (c)). 

The calculated spectra explain the main fea- 
tures of the extrapolated map in terms of the 
Car bright (S2) state combined with the Qx vi- 
bronic progression of BChls. We must note, 
however, that the present theoretical analysis is 
limited to early t2 population times without ex- 
ploiting all the wealth of additional information 
present at later times to definitely check the va- 
lidity of the suggested interpretation. Nonethe- 
less, our analysis claims for a necessary review 
of the interpretation of some of the observed sig- 
nals, clearly suggesting the importance of pre- 
viously unaddressed features, such as the Car 
S2 stimulated emission signals  and  the  BChl 
Qx vibronic signatures. The signals on and 
below the diagonal at the 560 nm excitation 
wavelength cannot be unambiguously assigned 
to Car or BChl due to overlaps of the S2 and 
Qx related signatures, indicating the difficul- 
ties present in using these peaks for a definitive 
proof of the Car X state. Instead, the peak 
above the diagonal (indicated with the empty 
square in Figure 6b) is not significantly affected 
by any S2-related signal. The oscillations of this 
off-diagonal peak have been investigated using 

60 especially the very intense one at 1300 cm a global target analysis of the absorptive 2D sig- 
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1 
results are in good agreement with several ex- 

2 
periments,59,61 and in particular with the rates 

3 
estimated from fluorescence upconversion and 

4 
coupling calculations.62  Our calculations pre- 

5 
dict  that  the  Q state of B850α is the main 

6 

7 energy acceptor from S2. 
8 
9 

10 4 Conclusions 
11 
12 Numerous quantum chemical approaches have 
13 been employed  to  describe  LH  complexes 

15 through excitonic models (for a recent review 
16 see Ref. 63).   However, the majority of these 
17 theoretical investigations concerned linear ab- 

18 sorption spectra with very rare extensions to 

20 2DES spectra.8,9 Furthermore, due to the large 

21 size of the multichromophoric aggregate of LH 

22 complexes, and the very heterogeneous compo- 

23 sition of the embedding, rather approximated 

25 QM methods (mostly of semiempirical nature) 

26 and/or simplified descriptions of the environ- 

27 ment have been generally used. Indeed, the ap- 

28 plication of ab initio methods have been mostly 
29 

30 limited to benchmark studies on the electronic 

31 properties of single pigments.17 

32 Here, for the first time, the simulation of lin- 

33 ear and 2DES spectra of LH2 over the entire 
34 

35 Car-Qx plus Qy VIS-NIR region has been pre- 

36 sented by integrating quantum-chemistry and 

37 electron-phonon exciton models. Single  and 

38 multireference QM methods have been com- 

39 bined with electrostatic and polarizable clas- 

41 sical embeddings to properly account for the 
42 effect of the protein in all the steps of the sim- 
43 ulation.    On  the  one  hand,  TD-DFT/MMPol 

44 computations have been proved to achieve a re- 

46 fined description  of  the effect of the environ- 

47 ment in the Qy region via a precise reproduc- 

48 tion of the B800-B850 bands splitting. On the 

49 other hand, the multiconfigurational multiref- 

51 erence  RASSCF/RASPT2/MM  approach  pro- 

52 vides an accurate description of the Car-Qx re- 

53 gion. All these data were used as input param- 

54 eters for the construction of exciton Hamilto- 
55 

56 nians able to describe the manifold of states of 

57 the LH2 complex. 

58 In particular, we have shown that, in addi- 

59 tion to the molecular components and the accu- 
60 

rate description of the environment effects, the 
modeling of 2D maps must include the pulse en- 
velopes in order to achieve a reliable and com- 
plete comparison with experiment. Most im- 
portantly, the possibility of artificially switch- 
ing on and off interactions among the different 
components of the multichromophoric systems, 
provides a unique tool for interpreting the ori- 
gin of the different signals which overlap in the 
highly congested experimental spectrum. This 
analysis is especially effective in the Car-Qx re- 
gion, where we have given a possible interpre- 
tation of the main features of the very-short 
time 2DES spectrum in terms of the bright S2 
and Qx vibronic progression of Car and BChl, 
respectively. By combining these results with 
those obtained from a global target analysis ap- 
plied to 2DES data,57 we have reviewed several 
observed signals and reinforced the hypothesis 
that a contribution coming from a dark state 
of the carotenoid lying in between the S2 and 
the Qx is likely to be present; if this is an addi- 
tional electronic state (the previously suggested 
X state) or an high-energy vibrational level of 
the S1 is still an open question that calls for 
further investigation. 

We have further shown that the integration of 
multiscale models and experiments is crucial: 
only by combining the “independent” results 
from accurate quantum chemical based meth- 
ods and detailed 2DES experiments, the com- 
plex network of energy transfer routes in LH2 
(and in other LH systems) can be definitely re- 
vealed. To do that, however, two important 
improvements are still needed in the theoreti- 
cal strategy. The ESA signals of Cars, in par- 
ticular those from S1, which become increas- 
ingly important for longer waiting time, have 
to be explicitly included to follow the system 
evolution and simulate time resolved 2D maps. 
Moreover, a detailed account of possible geo- 
metrical distortions of the pigments (especially 
the Cars) due to temperature-dependent fluctu- 
ations of the protein is necessary, as this mech- 
anism could affect the relative energy and the 
nature of the excited states involved in the ex- 
citons and in the energy transfer processes. 

Supporting Information Available:  De- 
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20 

25 

30 

38 

43 

53 

55 

1 
tails on the preparation of the structure and 

2 
the exciton model.  Additional details on the 

3 
calculations  of  2DES  maps  and  the  treat- 

4 
ment of the disorder. Spectral densities of 

5 
the exciton-phonon coupling. Details of the 

6 

7 RASSCF/RASPT2 calculations. Excitonic pa- 

8 rameters for both the Qy and Car-Qx regions. 

9 Analysis of the relaxation rates in the Qy re- 

10 gion.   Analysis of the pulse shape and rephas- 
11 

12 ing 2DES map of the Qy  region.   Analysis of 

13 the Qx 2DES map. This material is avail- 

14 able free of charge via the Internet at http: 

15 //pubs.acs.org/. 
16 
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46 Ahn,  T.  K.;   Mančal,  T.;   Cheng,  Y.-C.; 

47 Blankenship, R. E.;  Fleming, G. R. Na- 
48 ture 2007, 446, 782–786. 
49 
50 (3) Collini,  E.;  Wong,  C.  Y.;  Wilk,  K.  E.; 
51 Curmi, P. M. G.; Brumer, P.; Sc- 
52 

holes, G. D. Nature 2010, 463, 644–647. 
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