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Sub-minute Quantum Ghost Imaging in the
infrared enabled by a "looking back" SPAD array
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Abstract: Quantum Ghost Imaging (QGI) is an intriguing imaging protocol that exploits
photon-pair correlations stemming from spontaneous parametric down-conversion (SPDC). QGI
retrieves images from two-path joint measurements, where single-path detection does not allow
to reconstruct the target image. This technique, has been so far limited in terms of acquisition
speed either by raster scanning, or by the slow electronics of intensified cameras. Here we report
on a fast QGI implementation exploiting a SPAD array detector for the spatially resolving path,
enabling the acquisition of a ghost image in under one minute. Moreover, the employment of
non-degenerate SPDC allows to investigate samples at infrared wavelengths without the need for
short-wave infrared (SWIR) cameras, while the spatial detection can be still performed in the
visible region, where the more advanced silicon-based technology can be exploited. Our findings
advance the state-of-the-art of QGI schemes towards practical applications.

© 2022 Optica Publishing Group

1. Introduction

Ghost Imaging (GI) is a widely investigated imaging protocol in which second-order light
correlations are exploited to reconstruct the image of a target. In both its classical and quantum
versions, light is sent through two paths, one of which contains the target and a single detector
with large numerical aperture (NA), i.e. the bucket detector, collecting all light from the target,
while the second path contains a spatially resolving detector. Only a correlation reconstruction
from the two detector measurements allows to retrieve the target image, while the two individual
measurements do not contain enough information [1]. While at first GI was believed to be
achievable only by quantum entangled photon-pairs generated through spontaneous parametric
down-conversion [2, 3], it was later discovered that classical correlations of light enable this
technique as well, and a number of experimental demonstrations followed [4], exploiting
angle-correlated pulses [5], speckle correlations of pseudo-thermal sources [6], or true thermal
sources [7]. Despite the large number of possible implementations, quantum ghost imaging
(QGI) promises better performances than its classical counterpart in terms of the signal-to-noise
ratio (SNR) [8,9]. Moreover, QGI performed with non-degenerate SPDC photon-pairs allows
for two-color schemes, such that targets can be investigated at wavelengths where single-photon
cameras are expensive or not yet available, such as the infrared [10, 11], or the terahertz [12], while
the spatial detection can be still performed in the visible, where the well developed silicon-based
technology can be exploited. Since the first demonstration of QGI, which relied on raster scanning
in the spatial detection path, efforts have been made to advance the implementation of QGI



towards applications, exploiting technological advances [13]. The reason lies in an inherent limit
in detection efficiency in a raster scanned system to 1/N, with N the number of scanned pixels [14].
An important technical leap was enabled by the employment of intensified charge-coupled device
cameras (ICCD) for the spatial detection [10, 14, 15], in which the detection efficiency becomes
proportional to the number of pixels N. However, time correlations between bucket detector
signals and individual pixels are not possible in such devices, and hence correlations with
individual frames are necessary to reconstruct a ghost image. To do so, gating of the ICCD
intensifier with bucket detector signal arrivals is necessary, together with a photon sparsity
requirement, ensuring that at most one photon is detected per gate duration. Such requirements
on time-correlation reconstruction result in typical frame rates no larger than ~kHz, and on
the other hand require to preserve the quantum state of idler photons propagating towards the
ICCD camera with the use of ~20-30 m long image-preserving delay lines, which account for
the electronic delay between bucket detector electric signal arrival and ICCD intensifier gating
mechanism. A way to rule out the need for such bulky delay lines is to exploit entanglement
between a photon and a quantum memory in magnetic-trapped, laser-cooled atom systems [16],
which however introduces further technical difficulties, and does not solve the intrinsic frame rate
limitations of ICCDs. More recently, Single Photon Avalanche Diode (SPAD) arrays have reached
a high technological maturity [17], featuring increased observation rates up to 1 MHz, ~200 ps
resolution [18], close-to 100% fill factor, and megapixel resolution [19], and various detection
operations such as timstamping, counting, and gating. Such achievements have brought about a
tremendous state-of-the-art advancement in a number of bio and quantum imaging applications,
ranging from near-infrared (NIR) fluorescence lifetime imaging [20], pixel super resolution [21],
quantum optical centroid measurements [22], EPR inequality characterization [23], correlation
plenoptic imaging [24], Hong-Ou-Mandel interference microscopy [25], ranging [26]. In parallel,
single-photon cameras based on the so-called "Timepix" technology have been developed as well,
enabling results such as Hong-Ou-Mandel interference [27], 3D imaging [28], and hyperspectral
quantum imaging [29]. The advantage of using a SPAD array lies in the possibility to have
in-pixels TDCs, bringing about the ability to reconstruct pixel-wise time correlations with
bucket detector signals without the need for image-preserving delay lines. An attempt to employ
such technology to advance the state-of-the-art of QGI has been recently made, even though
it is so far limited in speed by the employment of a SPAD line, rather than a 2D array, which
requires detector raster-scanning to reconstruct 2D images [30], thus fundamentally limiting the
acquisition speed and detection efficiency along one axis. In our work, we demonstrate fast QGI
using a 2D SPAD array, enabling to construct ghost images in under one minute acquisition time,
with a frame rate ~35 kHz, about one order of magnitude faster than previous demonstrations
relying on ICCD technology. The employment of in-pixel TDCs enables the reconstruction of
pixel-wise time correlations with bucket detector signals and avoids the necessity of bulky delay
lines. Time correlations are reconstructed by employing the so-called "looking back" principle
to synchronize SPAD array and bucket detector, in which idler photon detection events act as
a STOP signal, with in-pixels TDCs providing enough electronic delay to build-up pixel-wise
correlation histograms within a range of 100 ns, hence removing the need of image-preserving
delay lines. Importantly, the frame rate is mainly limited by the idler photon flux, i.e. the detection
efficiency and dead time of the NIR bucket detector, since in principle our zero-suppression
circuit speeding up the read-out process, could enable observation rates up to 1 MHz. In line with
previous demonstrations [10, 11], our implementation also allows for two-color imaging, and we
demonstrate this by performing QGI of a Si-Au sample at 1.4 um wavelength, by using our Si
SPAD array device for the spatial detection, which would not be able to resolve such sample in
direct imaging configurations without a SWIR camera. Our results advance the state-of-the-art of
QGTI towards applications and further confirm the recent advancement of quantum technologies
enabled by the development of SPAD array and Timepix cameras.



2. Setup and detector synchronization
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Fig. 1. a) Schematics of the setup for QGI: a 420 nm pump illuminates a Beta-Barium
Borate (BBO) crystal after polarization tuning with a /2 waveplate and a linear polarizer
(LP). A lens (L) collimates photon pairs, after a longpass filter (F) cuts out any residual
pump. A dichroic mirror (DM) separates photons according to their wavelength; the
VIS photon goes through a telescope system of 2 lenses and gets detected by a SPAD
array imager. The NIR photon encounters an object (O) placed on a x-y translation
stage, and gets detected with an InGaAs bucket detector (BD) after passing through a
fiber coupling stage (FC). Finally, signals from NIR photon detection events are sent
to the same FPGA controlling the SPAD array to reconstruct pixel-by-pixel quantum
correlations. b) Spectrum of the NIR idler photon centered at 1.4 ym, corresponding to
a signal photon wavelength at 600 nm, acquired with an InGaAs spectrometer.

The setup we used to demonstrate fast QGI is depicted in Fig. 1a. A Continuous Wave (CW)
pump centered at 420 nm with 480 mW power impinges on a Beta-Barium Borate (BBO) y?
nonlinear crystal cut for Type-I SPDC process, to produce non-degenerate photon pairs, such
that one photon is in the visible (VIS) range and one photon is in the near-infrared (NIR). The
NIR idler photon spectrum is measured with an InGaAs spectrometer (Fig. 1b), showing a peak
at 1.4 um wavelength, such that the signal photon wavelength can be retrieved from the energy
conservation condition in SPDC: /lgl = /l,_,l - /ll.‘l, from which a A; = 600 nm can be inferred. A
A/2 waveplate and a linear polarizer (LP) are used to control the pump polarization state and
ensure the desired phase-matching condition is fulfilled. After pump filtering, a lens (L) is used
to collimate signal and idler cones, such as to have the BBO crystal plane at infinity. The photon
pairs are then separated in wavelength with a dichroic mirror (DM): the signal photons at 600 nm
go through a telescope system, to magnify the single-photon spot, before being detected by our
SPAD array, while idler photons at 1.4 ym go through an object (O) mounted on a x-y translation
stage, get fiber coupled and finally detected by a low-dark-count air-cooled InGaAs detector (ID
230, ID Quantique), effectively acting as a "bucket detector”" with no spatial resolution. An
imaging condition can be found using the unfolded version of the QGI scheme, the so-called
"Klyshko advanced-waves picture" [31], as long as the distance z; from the collimating lens after
the BBO cystal and the object in the NIR arm matches distance z, from the collimating lens to
the first lens of the telescope system in the VIS arm. Signals coming from NIR photon detection
events are sent directly to an FPGA controlling the SPAD array to perform on-chip correlation
measurements.

The single-photon time-resolved SPAD sensor consists of 32x32 pixels with 44.54 um pitch,
specifically designed for quantum imaging applications and manufactured in 150 nm CMOS
standard technology [18]. Each pixel, featuring 19.5% fill-factor, contains a SPAD, having a
peak Photon Detection Probability (PDP) of ~0.3 at 3 V excess bias, with its quenching and
front-end circuits, and a 8-bit time-to-digital converter (TDC) with about 200 ps resolution and the
readout electronics. An in-pixel 1-bit memory can disable a noisy pixel to reduce the accidental
correlations. The in-pixel TDC is based on a gated ring oscillator clocking a counter; the ring
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Fig. 2. a) SPAD array acquisition mechanism in a direct imaging configuration: a
crystal oscillator attached to a FPGA sets the time basis for all in-pixel TDCs. b)
"Looking back" acquisition mechanism for our QGI experiment: after any pixel of the
SPAD array detects a photon, an observation window is opened, such that the reception
of a trigger from the bucket detector acts as a STOP signal. ¢) Time diagram of the
acquisition process. d) Typical correlation histogram acquired for a single pixel.

starts upon detection of a photon and stops when the globally distributed STOP signal is activated.
In a typical configuration [23], the acquisition system is synchronous with an FPGA-based
primary unit, which defines the time-base synchronously with a 100 MHz clock provided by a
low-jitter crystal oscillator attached to the FPGA itself (see Fig. 2a). This configuration has
been specifically modified to comply with the need of finding a common time-reference with the
signals coming from the NIR bucket detector, which are asynchronous with the system clock,
to retrieve photon-pair correlations. In our ghost imaging detector configuration, sketched in
Fig. 2b, the STOP signal is generated synchronously with the TRIG signal generated by the
bucket detector. An electronic programmable delay line implemented in the FPGA compensates
for delays due to optical path differences up to 100 ns; viceversa, the in-pixel TDC working in
reverse START-STOP mode provides enough range (50 ns) to isolate the photon coincidences
with no need for optical delay lines in the signal path [10, 15]. Dedicated zero-suppression
circuits implementing row-skipping and frame-skipping working modes on chip reduce the frame
occupancy implemented on-chip with the aim to increase the duty cycle. While no detection
event is observed, the chip works in frame-skipping mode, discarding frames without read-out
operation; this mechanism allows a maximum observation rate of 1 MHz. When a trigger photon
gets detected, the row-skipping modality comes into play: read-out is performed one row at a
time skipping empty rows. In this case, assuming one event is detected on a single row, the
maximum allowed observation rate is 0.31 MHz. Figure 2c shows a simplified timing diagram of
the acquisition process: after resetting the pixel, all the SPADs in the array are synchronously
charged, defining the beginning of the observation window. The window is kept indefinitely
opened until a trigger from the bucket detector is received, acting as the STOP. Then, the readout
procedure is performed, transferring all pixel values to the FPGA before being transmitted to a
host PC via a USB 3.0. A LabView interface on the host PC continuously registers the stream
of correlations as a function of time delay, building up over time a correlation histogram for
every pixel, effectively "looking-back" in the stream of visible photon detection events, to find



correlations with NIR photons. A typical correlation histogram is shown in Fig. 2d, showing a
zero-delay correlation peak for an electronic delay of 5.9 ns. Once data collection is over, the
individual pixel histograms can be saved in ASCII format and post processed to remove the
background and build the ghost image. Importantly, the background of the correlation histogram
shows a deterministic pattern due to transistor mismatch in the ring oscillator in the TDC, such
that bins can be in practice longer of shorter than 200 ps. The pattern period is four bins, and
coincides with the four phases of the ring oscillator. This pattern can be characterized and
calibrated in post-processing or removed with a moving average; the latter however causes a loss
in resolution.

3. Ghost Imaging experiment

To demonstrate ghost imaging with our setup, we characterized a USAF negative resolution target
(Thorlabs R3L3S1N, Fig. 3), in the sample area labelled by group number "2", element numbers
"4" "5", and "6", corresponding to a slit width of 1.41mm, 1.26 mm, and 1.12 mm, respectively.
We investigated four different areas of the mentioned area, labelled in Fig. 3 by colored circles
on the USAF sample scheme, corresponding to ghost images with matching frame colors. The
four ghost images shown in Fig. 3 were constructed by accumulating photon counts for ~ 20
min, followed by exporting correlation histograms for every detector pixel, as in Fig. 2d. After
background removal, and correlation peak integration, the total number of coincidences per pixel
can be estimated, and a 2D ghost image could be reconstructed.
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Fig. 3. QGI of a negative USAF resolution target. Left: schematics of the object, with
four specific zones highlighted with colored circles. Every circled zone corresponds to
one of the four ghost images shown in the right side, with frame colors matching circle
colors. In every ghost image x and y axis represent the pixel number, and the colormap
indicates the number of correlations.

After a first characterization of our object, we proceeded to investigate the speed of our QGI
configuration, we selected one area of the USAF target (Fig. 3, green frame/circle) and varied
photon accumulation times in the range 10 s - 20 min, while keeping our pump power fixed at 480
mW; this in turn corresponded to a NIR photon flux of 73 kHz at a detection efficiency of 25%,
and dead time of 8 us; such NIR photon flux corresponds to typical observation rates of ~ 35 kHz.
This value could be increased by reducing the bucket detector dead time, whose minimum reaches
2 us. This would however negatively impact the image SNR due to the heavily increased NIR
dark count rate. Figure 4 reports the QGI results obtained for a selection of accumulation times,
below one minute (top row), and between 1 min and 20 min (bottom row). Overall, the images



obtained for <1 min accumulation show that object features can be clearly appreciated after 20
s - 30s (Fig. 4b,c), while the image at 60 s (Fig. 4e) contains all sample features, albeit more
noisy compared to the image obtained after 20 min (Fig. 4j) experiment duration. Importantly,
all accumulation times here mentioned refer to the total experiment duration, while the effective
exposure time is actually smaller because of the influence of the read-out time. Potentially, this
could be optimised in the future to make the actual exposure time as close as possible to the
actual experiment duration.
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Fig. 4. a)-j) QGI of the same USAF target area of Fig. 3, green circle, obtained for
different integration times. Top row, from left to right: a) 10 s, b) 20 s, ¢) 30 s, d) 45
s, €) 60 s. Bottom row, from left to right: f) 3 min, g) 5 min, h) 7 min, i) 13 min, j)
20 min. For each image, x and y axes indicate the pixel number, while the colormap
indicates the number of correlations.

Finally, to fully demonstrate the two-color capabilities of our scheme, we performed QGI of a
Si-Au target. The choice of such materials is motivated by the fact that at visible wavelengths no
image of such structures would be possible, since Si would absorb and gold would reflect, while
in the NIR Si is transparent. Hence, it is possible to inspect such object in the NIR, while still
performing the spatially resolved detection with a Si imager device [10]. To this end, a sample
consisting of 2 mm wide Au slits resting upon a double-polished Si wafer was fabricated using a
standard photolithography process, followed by 50 nm Au deposition and lift-off. This choice of
the Au layer thickness is motivated by the fact that 50 nm of Au exhibit a reflectance >95 % at
1.4 pum, estimated with Fresnel equations. The experimental results are reported in Fig. 5: a
camera picture of the fabricated sample is shown to the left, while to the right two exemplary
ghost images are reported, acquired in 2 min and 5 min, corresponding to the two circles in the
same panel with matching color compared to the image frames. In contrast with the USAF target,
where bright (transmissive) areas correspond to the glass substrate and dark (reflective) areas
correspond to chrome, here dark areas correspond to Au structures, whereas bright areas indicate
the transmissive Si wafer.

4. Conclusion

With this work, we proposed a compact setup to realise QGI in the infrared. The core of our
advancements lies with the fast electronic processing of our SPAD array imager, with in-pixel
TDCs clocked by an external FPGA, which also synchronises detection events coming from our
NIR bucket detector. Thanks to this device, we were able to perform fast QGI without the need
for bulky delay lines [15], or complex quantum memory systems [16], with accumulation times
lower than 1 min. We further demonstrated the two-color imaging capabilities of QGI of a Si-Au
object [10], which would not be possible in direct imaging configurations with a Si imager. Our
results push forward the state-of-the-art of QGI implementations, thanks to the rapidly growing
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Fig. 5. QGI of a Si-Au target consisting of 2 mm wide Au slits on a Si substrate. Left:
camera picture of the sample, with circles corresponding to the areas imaged in the
two ghost images on the right side. Circle colors match frame colors of same areas.
Accumulation times for these images amounted to ~5 min (yellow frame), and ~2 min
(red frame).

of SPAD array technology, and point towards further developments of the two-color feature
towards the MIR, where the fingerprint region is of particular interest for chemical industry, and
low light illumination, combined with the robustness of correlations against turbulence [32], and
turbid [33] or scattering media [34], can be exploited for practical applications.
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